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Lunches will not be served at the 
Ferro2016 workshop 

 

Attendees are encouraged to stretch their legs, get some fresh air, and sample the local food during the 
two 1.5-hour lunch breaks.  We list below some restaurants that are within easy walking distance of the 
conference site.  These are marked by number on the map shown on the opposite page.  Many other 
restaurants are also located along streets shaded blue on the map. 

NOTE:  While this information has been obtained from current online sources, it has not been verified by 
the conference organizers.  It is also possible that some of these restaurants may not be open for lunch. 
 
R1 ($$) Distrikt Bistro   1529 16th St  Mediterranean; Kosher 
R2 ($$) Hank's Oyster Bar   1624 Q St  Seafood 
R3 ($) Trio     1537 17th St  American (Traditional) 
R4 ($$) Agora    1527 17th St  Mediterranean 
R5 ($$$) Little Serow   1511 17th St  Thai 
R6 ($$$$) Komi    1509 17th St  Greek; Modern American 
R7 ($$$) Sushi Taro   1503 17th St  Japanese 
R8 ($$) Bua    1635 P St  Thai 
R9 ($) Sweetgreen    1471 P St  American; Organic 
R10 ($$) Tortilla Coast   1460 P St  Mexican 
R11 ($$) Commissary   1443 P St  American (Traditional) 
R12 ($$) Stoney's    1433 P St  Pub 
R13* ($$) Logan Tavern   1423 P St  Pub 
R14 ($$) 15 Ria    1515 Rhode Isl Ave American (New) 
R15 ($$) Avenue Cafe and Lounge  1501 Rhode Isl Ave American (New) 

 

*There is a Starbucks Coffee shop at 1425 P St near R13 on the map. 



LUNCH MAP 



 





 
 
 
 
 
 
 
 

SUNDAY – 31 JANUARY, 2016 
 
 
 

REGISTRATION AND RECEPTION – 17:00 to 19:00 
(BALLROOM) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

MONDAY – 1 FEBRUARY, 2016 
 
 
 

OPENING REMARKS – 07:50 to 08:00 
(AUDITORIUM) 

  



 
MONDAY MORNING – 1 FEBRUARY, 2016 

(AUDITORIUM) 
 
 

Relaxors:  08:00 to 10:00 (Chair – A Bussmann-Holder) 
08:00 S Vakhrushev – Dielectric freezing in the lead-free relaxor Na1/2Bi1/2TiO3 
08:20 S Kojima – Relaxor-like behavior of ferroelectric phase transitions in K(Ta1-xNb)O3 crystals 
08:40 M Manley – Complex dynamical patterns emerging from 3-phonon coupling in a relaxor ferroelectric 
09:00 P Gehring – On phonon localization in relaxors 
09:20 A Bosak – Diffuse scattering in Sr0.6Ba0.4Nb2 O6:  three faces of disorder 
09:40 I Grinberg – Similarities between the structure, dynamics, and dielectric properties of perovskite oxide 
 relaxor ferroelectrics and water 
 
 MORNING COFFEE BREAK – 10:00 to 10:30 
 
Improper Ferroelectrics:  10:30 to 12:00 (Chair – J Rondinelli) 
10:30 M Senn (INVITED) – From improper ferroelectrics to negative thermal expansion – what symmetry 
 analysis of competing crystallographic phases can tell us about dynamics 
11:00 S Kamba – High-temperature electromagnons in Z-type hexaferrite (BaxSr1-x)3Co2Fe24O41 and 
 ferroelectric soft mode in improper ferroelectric 2H-BaMnO3 
11:20 F-T Huang – Domain topology and conducting ferroelectric walls in a hybrid improper ferroelectric 
11:40 X-Z Lu – First-principles study of the layered oxides with hybrid improper ferroelectricity 
 
 LUNCH (on your own) – 12:00 to 13:30 
 
Magnetoelectrics:  13:30 to 14:50 (Chair – P Maksymovych) 
13:30 N Bristowe (INVITED) – Coupling and electrical control of structural, orbital, and magnetic orders in 
 perovskites 
14:00 A Grutter (INVITED) – Probing magnetoelectric heterostructures with polarized neutron reflectometry 
14:30 A Morelli – Deterministic polarization switching in multiferroic bismuth ferrite nanoislands for 
 magnetoelectric memories 
 
 AFTERNOON COFFEE BREAK – 14:50 to 15:20 
 
 
  



 
MONDAY AFTERNOON – 1 FEBRUARY, 2016 

(AUDITORIUM) 
 
 

Lead-Free Oxide Perovskites:  15:20 to 17:00 (Chair – Z Ye) 
15:20 V Cooper (INVITED) – Designing high response lead-free piezoelectrics:  From first principles 
15:50 O Diéguez (INVITED) – First-principles prediction of supertetragonal phases in perovskite oxide films:  
 the case of BiMnO3 
16:20 H Moriwake – First-principles calculations of electric-field induced ferroelectric phase transition in 
 AgNbO3 
16:40 JH Lee – Record-high ferroelectric polarization by spins and non-reciprocal directional dichroism in 
 BiFeO3 
 
 SHORT BREAK – 17:00 to 17:20 
 
 
High-Throughput/Efficient First Principles Calculations:  17:20 to 18:20 (Chair – D Vanderbilt) 
17:20 K Garrity – High-throughput first-principles search for new ferroelectrics 
17:40 J Bonini – Efficient computation of spontaneous polarization using Wannier center displacements 
18:00 J Sun – Accurate geometric and energetic properties of ferroelectric and related materials from an 
 efficient density functional 
 
 
 
 
 
 
 

BANQUET (BALL ROOM) – 19:30 to 21:30  



 
TUESDAY MORNING – 2 FEBRUARY, 2016 

(AUDITORIUM) 
 
 

Domains and Domain Walls:  08:00 to 10:10 (Chair – N Barrett) 
08:00 S Liu (INVITED) – Understanding the dynamics of ferroelectric domain walls with MD simulations 
08:30 J Chapman – Novel ferroelectric nanobubble domains in strained prototypical thin films 
08:50 G Nataf – Experimental evidence of defects stabilized by neutral domain walls 
09:10 V Garcia – Learning through ferroelectric domain dynamics in solid-state synapses 
09:30 A Bokov – Observation of domain wall dynamics in ferroelectrics by means of x-ray photon correlation 
 spectroscopy 
09:50 B Wang – Complex nano/micro domain structure in tetragonal PbZr1-xTixO3 single crystals 
 
 MORNING COFFEE BREAK – 10:10 to 10:40 
 
Energy Materials and Applications:  10:40 to 12:00 (Chair – E Bousquet) 
10:40 B Dkhil – Towards improved caloric responses using ferroelectrics 
11:00 J Cuozzo –Piezocaloric effect in antiferroelectric PbZrO3 from atomistic simulations 
11:20 B Xu – Antiferroelectric RE-substituted BiFeO3:  A lead-free system for large energy storage density 
11:40 M Kuklja – Structural (in)stability of complex perovskites for solid oxide fuel cells:  First-principles 
 calculations 
 
 LUNCH (on your own) – 12:00 to 13:30 
 
Photovoltaics and Novel Perovskites:  13:30 to 15:10 (Chair – B Dkhil) 
13:30 J Spanier (INVITED) – Semiconducting ferroelectric photovoltaics 
14:00 C Stock (INVITED) – From soft harmonic phonons to fast relaxational dynamics in CH3NH3PbBr3 
14:30 L Tan – Ferroelectric domains in the presence of molecular orientational disorder in hybrid perovskites 
14:50 R Cohen – Synthesis and characterization of predicted oxynitride perovskite YSiO2N 
 
 
 AFTERNOON COFFEE BREAK – 15:10 to 15:40 
 
 
  



 
TUESDAY AFTERNOON – 2 FEBRUARY, 2016 

(AUDITORIUM) 
 
 

Advances in Theory/Expt:  15:40 to 17:10 (Chair – H Krakauer) 
15:40 L Bellaiche (INVITED) – Atomistic simulations of complex problems in ferroelectrics 
16:10 P Maksymovych (INVITED) – To switch or not to switch:  Another probe microscopy perspective 
16:40 M Stengel (INVITED) – First-principles theory of flexoelectricity 
 
 SHORT BREAK - 17:10 to 17:30 
 
BaTiO3-Based:  17:30 to 18:20 (Chair – S Kamba) 
17:30 E Cockayne – Structure of ultrathin film Ba-Ti-O 
17:50 N Barrett – Evolution of surface charge and domain structure through the ferroelectric paraelectric phase 
 transition in BaTiO3 (001) using MEM-LEEM 
18:10 A Everhardt – Ferroelectric domain structures in low-strain BaTiO3 
18:30 S Tsukada – Disorder in BaTiO3 probed by angle-resolved polarized Raman scattering 
18:50 A Grünebohm – Ab initio phase diagram of BaTiO3 under epitaxial strain revisited 
 
 
 
 
 
 
 

POSTER SESSION/BUFFET DINNER – 19:30 to 21:30  



 
POSTER SESSION 

(ROTUNDA) 
 
 

 Posters should not exceed 3 feet wide by 4 feet high (91 cm by 121 cm).  Pins will be provided.  
 
 ** ALL posters should remain up from Monday morning through Tuesday evening. ** 
 
 
 
1. C Ablitt – Understanding negative thermal expansion in improper ferroelectric Ruddlesen-Popper oxides 
 from first principles 
2. A Albarakati – Finite-temperature properties of PMN-25PT nanodots from first principles 
3. N Barrett – Charged domain walls and polar boundaries in LiNbO3 and CaTiO3 studied by mirror 
 electron microscopy 
4. S Bin-Omran – Application of the Wang-Landau Monte-Carlo formalism applied to ferroelectric 
 materials 
5. E Bousquet – Proper and improper ferroelectricity in the n=3 Dion-Jacobson material AA2’Ti2NbO10 
6. JH Chang – Study of mixed crystals [N(CH3)4]2Zn1-xCoxCl4 (x=0, 0.5, 0.7, 0.9, and 1) by NMR 
7. C Dreyer – Correct implementation of polarization constants in wurtzite materials and impact on III-
 nitrides 
8. A Dziaugys – Two types of domains in CuInP2Se6 layered crystals 
9. A Everhardt – Transitions between BaTiO3 ca1/ca2 and a/c phases 
10. H Fu – Mode sequence, frequency change of non-soft phonons, and LO-TO splitting in strained 
 tetragonal BaTiO3 
11. O Gindele – Evolution of the local structure of PbZr0.5Ti0.5O3 under applied electric fields 
12. E Glazkova – Electrocaloric properties of ferroelectric ultrathin films in the presence of a residual  
 depolarizing field 
13. H Hamdi – First-principles re-investigation of bulk WO3 
14. C Hendriks – Mott-Hubbard gap in insulating phases of VO2:  ab initio calculations of the infrared and 
 optical spectra 
15. R Herchig – Electrocaloric effect in ferroelectric nanowires from atomistic simulations 
16. A Honda – Theoretical study for fundamental physics of low dielectric loss perovskite Ba(Zn1/3Ta2/3)O3 
17. E Iolin – Resonance damping of the THz-frequency transverse acoustic phonon in the relaxor ferroelectric
 K(Ta1-xNbx)O3 
18. Z Jiang – Special quasirandom structures for complex perovskite alloys 
19. R Kalfarisi – Investigation of local structure and cation ordering in dielectric oxide microwave ceramics 

using 7Li and 93Nb solid-state NMR spectroscopy 
20. K Kalke – Ultra-large-scale hybrid Monte Carlo simulations of ferroelectric and relaxor materials 
21. Karandeep – Exploring the properties of [100], [110], and [111]-oriented vanadate superlattices from first 
 principles 
22. E Kotomin – First-principles calculations of oxygen vacancies in the bulk and on the surface of complex 
 perovskites for solid oxide fuel cell cathodes  



 
POSTER SESSION 

(ROTUNDA) 
 
 

 Posters should not exceed 3 feet wide by 4 feet high (91 cm by 121 cm).  Pins will be provided.  
 
 ** ALL posters should remain up from Monday morning through Tuesday evening. ** 
 
 
 
23. M Krogstad – Single crystal diffuse scattering study of relaxor (1-x)PbMg1/3Nb2/3O3-xPbTiO3 
24. A Lim – NMR study of Ti- or Fe-doped LiNbO3:Mg single crystals 
25. P Maksymovych – Chemical phase-separation in ferroelectric layered transition metal thiophosphates 
26. R Nakamoto – First-principles calculations of rare-earth iron garnets 
27. J Ouyang – Heterophase polydomain nanostructure in epitaxial ferroelectric films 
28. C Paillard – Photostriction in BiFeO3 from first principles 
29. S Park – Charge-order-induced ferroelectricity in LaVO3/SrVO3 superlattices 
30. K Patel – Universal energetic coupling in complex antiferroelectric and incommensurate perovskites 
31. S Prokhorenko – Symmetry vs topology and dipolar fluctuations in proper ferroelectrics 
32. Y Qi – Temperature-driven phase transitions in BaTiO3:  An atomistic scale description 
33. R Qui – Ferroelectric instability in nanotubes and spherical nanoshells 
34. S Reyes-Lillo – Effect of hydrostatic strain in the photocatalytic properties of BiVO4 from first principles 
35. H Robinson – ONR’s research program on acoustic transduction materials and devices 
36. D Saldana-Greco – Improper magnetic ferroelectricity of nearly pure electronic nature in cycloidal spiral 
 CaMn7O12 
37. S KC – Spin-driven polarization in BiMO3 (M=3d transition metals) multiferroics:  From first principles 
38. O Sayedaghaee – Controlling phase coexistence in mixed phase BiFeO3 
39. M Senn – Emergence of long-range order in BaTiO3 from local symmetry-breaking distortions 
40. S Skiadopoulou – Ferroelectric-like poling in paraelectric system 
41. I Sluchinskaya – Structure of color centers in BaTiO3 and SrTiO3 doped with cobalt 
42. S Svirskas – Dielectric, IR, and Raman spectroscopic studies of NBT-based solid solutions 
43. H Takenaka – First-principles studies of effects of defects on reversible electro-strain coupling in BaTiO3 
44. N Tillack – Ab initio modelling of the magnetoelectric response in Cr2O3 
45. R Vadapoo – Effect of manganese substitution in barium titanate and PIN-PMN-PT 
46. R Walter – Electrical control of chiral phases in electrotoroidic nanocomposites 
47. C Wang – Polarization in ferroelectrics 
48. F Wang – Effects of oxide on the detonation initiation of energetic materials from first principles 
49. Y Yang – Large elasto-optic effect in epitaxial PbTiO3 films 
50. H You – Partial glass isosymmetry transition in multiferroic hexagonal ErMnO3 
51. S Yuk – A first-principles study of ferroelectric PbTiO3, BaTiO3, and KNbO3:  Exchange and correlation 
 effects 
52. F Zheng – Rashba spin-orbit coupling enhanced carrier lifetime in CH3NH3PbI3 
  



 
WEDNESDAY MORNING – 3 FEBRUARY, 2016 

(AUDITORIUM) 
 
 

Multiferroics:  08:00 to 10:10 (Chair – L Bellaiche) 
08:00 X Wu (INVITED) – Stabilization of a highly polar BiFeO3-like structure:  A new interface design route 
 for enhanced ferroelectricity in artificial perovskite superlattices 
08:30 A Bussmann-Holder – Transition metal oxides:  Promising candidates for multifunctional applications 
08:50 J Banys – Broadband dielectric studies of cobalt-ferrite-doped lead zirconium titanate multiferroic 
 composites 
09:10 F Ricci – Unveiling the room temperature magnetoelectricity of troilite FeS 
09:30 F Thöle – The macroscopic magnetoelectric monopolization in diagonal magnetoelectrics 
09:50 Z-G Ye – Ferroelectric and magnetic double morphotropic phase boundaries in Dy-modified 
 BiFeO3-PbTiO3 multiferroics 
 
 MORNING COFFEE BREAK – 10:10 to 10:40 
 
Advances in Ferroelectrics:  10:40 to 12:50 (Chair – R Cohen) 
10:40 C Eom (INVITED) – Emergence of room-temperature ferroelectricity at reduced dimensions 
11:10 D Amoroso – Ab-initio approach to structural, electronic, and ferroelectric properties of antimony sulpho-
 iodide 
11:30 E Nowadnick – Ferroelectric switching pathways in Ca3Ti2O7 from first principles 
11:50 M Itoh – Shearing-mediated ferroelectricity:  Polarization switching caused by the bond recombination of 
 cations 
12:10 M Ye – Ferroelectricity in corundum derivatives 
12:30 Y Nahas – Underlying topological features in ferroelectrics 
 
 
 
 

END OF WORKSHOP 



 
 

Monday’s Abstracts 



Dielectric freezing in lead-free relaxor Na1/2Bi1/2TiO3 

A. Filimonov1, E. Koroleva1,2, A. Naberezhnov2, T. Vergentiev1 S. Vakhrushev1,2 

 
1 Peter the Great St. Petersburg Polytechnic University, Polytechnicheskaya 29 195251, St.-

Petersburg, Russia 
2 Ioffe Institute, Polytechnicheskaya 26 194021, St.-Petersburg, Russia 

 

Na1/2Bi1/2TiO3 (NBT) is one of the first known lead-free relaxor ferroelectrics [1]. Recently 
there is clear revival of the interest to this material. It undergoes a very peculiar sequence of 
phase transitions including at least two transitions: from cubic phase at 813K to tetragonal, and 
to rhombohedral at ~470K, and shows unusual dielectric [2-4] properties. NBT demonstrates the 
diffuse maximum in the ε(T) dependence beak-shaped on heating.  Until now, the interpretation 
of these data is discussed and the question of carrying out a thorough study of the NBT dielectric 
response on the middle and low measuring frequency and analysis of its behavior remains actual. 
In this report, the results of the detailed study of the dielectric properties of single crystal NBT in 
wide frequency and temperature ranges are presented. 

The measurements were carried out on NBT single crystal. Single crystals were grown up 
by Chochralski’ method in the Ioffe Institute. Sample had shape of the thin plate of 9x8x1 mm3. 
The thin plate has been cut out with the normal to its plane parallel to the (001). The dielectric 
response was studied at frequency range 0.1 Hz - 10 MHz and temperature region 300-1000 K 
using ultrabroadband dielectric spectrometer Novocontrol BDS80 with Novotherm-HT 
cryosystem. Platinum electrodes were deposited on the flat sides of the crystal. 

Temperature dependences of real (ε’) and imaginary (ε”) parts of dielectric permittivity for 
several measuring frequencies were obtained in the heating and cooling runs. One heating three 
dielectric anomaly regions are observed– region below 500K with weak frequency dispersion, 
asymmetric diffuse maximum of ε near 610 K and peaks at low frequencies at around 850-900 
K, position and the value of which strongly depend on the measuring frequency. Above 500 K 
there observed a sharp increase in the dielectric losses at low frequencies. In the cooling run for 
the same measuring frequencies noticeable difference with the behaviorin the heating regime is 
observed. Asymmetric peak at 610K significantly broadens and becomes more symmetric, but 
the position and the amplitude do nor change significantly.  

To fit the experimental data for the complex dielectric permittivity in the broad frequency 
range, we used sum of the phenomenological Cole-Cole (CC) distribution of relaxation time for 
describing relaxation processes, term describing DC-conductivity contribution to dielectric 
response and the high frequency contribution to permittivity: 
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+
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where iε∆  is the dielectric strength of the ith relaxation process, ε∞  is the high frequency 

contribution to permittivity, ω - is the measuring frequency, iτ  is the mean relaxation time of ith 
CC process, α – is the parameter of the relaxation time distribution (0<α<1) α=1 corresponds to 
Debye distribution, σ  – DC-conductivity of the crystal and 0ε – the free space permittivity, 
respectively. 



We have analyzed the experimental frequency dependences of the real and imaginary parts 
of permittivity on cooling with this model function in order to identify the relaxation processes 
and the temperature dependences of the model parameters. 

In our experimental frequency window, we were able to distinguish three relaxation 
processes The temperature dependenc es of the dielectric strength and the mean relaxation time 
of the processes were obtained (Fig. 1).  

 
Figure 1 Temperature dependencies of the characteristic frequencies of the relaxation processes 
 
The high frequency mode in the temperature range 1000-400 is well described by Arrhenius law 
with activation energy 780 meV. In the temperature range 670 - 410 K there is also another 
relaxation process with an activation energy of 400 meV, which merges with the high-frequency 
process at 410K. On further decreasing temperature characteristic relaxation frequency decreases 
sharply, and its behavior is no longer follows the Arrhenius law, but is well described by Vogel-
Fulcher law with the freezing temperature Tf of about 370K. In our knowledge there is first 
direct indication of the dielectric freezing in NBT 

 
References: 

1. G. A. Smolenskii, V. A. Isupov, A. I. Agranovskaya, and N. N. Krainik, Fiz. Tverd. Tela 
(Leningrad) 2, 2982 (1960) [Sov. Phys. Solid State 2, 2651 (1960)]. 
2. Vakhrushev, S.B., Isupov, V.A., Kvyatkovsky, B.E., Okuneva, N.M., Pronin, I.P., Smolensky, 
G.A., Syrnikov, P.P.: Ferroelectrics 63, 153 (1985) 
3.Tu, C.-S., Siny, I.G., Schmidt, V.H.: Phys. Rev. B 49, 11550 (1994) 
4. J. Petzelt, D. Nuzhnyy, V. Bovtun, M. Kempa, M. Savinov, S. Kamba, J. Hlinka 
Ferroelectrics 88 (3), 320 (2015) 



Relaxor like behavior of ferroelectric phase transitions in K(Ta1-xNbx)O3 crystals 
 

S. Kojima1, M. M. Rahaman1, T. Imai2, T. Sakamoto2, and S. Tsukada3 
1Graduate School of Pure and Applied Sciences, University of Tsukuba, Tsukuba, Ibaraki 305-8573, 

Japan 
2NTT Corporation Device Innovation Center, Nippon Telegraph and Telephone Corporation, Atsugi, 

Kanagawa 243-0198, Japan 
3Faculty of Education, University of Shimane, Matsue, Shimane 690-8504, Japan 

 
The precursor dynamics of ferroelectric phase transitions and the relaxor like behavior were 

studied in K(Ta1-xNbx)O3 crystals grown by the top seeded solution growth method. The Burns 

temperature, TB, and intermediate temperature, T*, were clearly observed in a K(Ta0.68Nb0.32)O3 

(KTN/0.32) crystal by the acoustic emission measurement [1]. Relaxor like behaviors were studied 

also by the temperature variation of longitudinal acoustic (LA) phonons and a central peak (CP) in a 

cubic phase using Brillouin scattering [2,3]. The anomalous behaviors of LA and CP were discussed 

by the polarization fluctuations of polar nanoregions (PNRs). The order-disorder nature in the vicinity 

of the Curie temperature, TC, was observed by the measurement of a CP as shown in Fig. 1(a). 

The relaxor nature was enhanced by 5% Li-doping, and the broadening of elastic anomaly and 

the extension of the temperature range between TC and T* were observed [4]. The origin of the 

increase of random fields was discussed on the basis of the occupancy of Li ions at A and B sites in 

the perovskite structure. The electric field effect on a first-order ferroelectric phase transition was 

also studied by the D-E curve and Brillouin scattering measurements, and the nonlinear response 

was discussed considering the bulk physical properties [5,6]. 

                                     

 

 

 

 

 

 

 

 

 

Figure 1 Temperature dependences of (a) broadband Brillouin scattering spectra and (b) the 

reciprocal CP intensity and the low-frequency dielectric constant measured by an 

impedance/gain-phase analyzer. 



 

 
 
 
 
 
 
 
 

Figure 2  Angular dependences of (a) VH Raman scattering spectra of a K0.95Li0.05(Ta0.73Nb0.27)O3 

(KLTN/0.05/0.27) crystal measured at 313 K and (b) the angular dependence of the intensity of the 

Fano peak in VH spectra, where closed circles and solid lines indicate the observed and calculated 

intensity, respectively. 

 
The local symmetry breaking caused by the PNRs in a cubic phase was studied using the 

appearance of first-order Raman scattering above TC. In KLTN/0.05/0.27, the symmetry of PNRs 

and Fano resonance was examined by the angular dependence of the polarization plane of the 

incident and scattered light of Raman scattering as shown in Fig. 2(a). In KLTN/0.05/0.27, the local 

symmetry breaking by the PNRs observed in a cubic phase is attributed to the E(x,y) mode of the 

PNRs with R3m symmetry as shown in Fig. 2(b). 

The origin of the Fano resonance at about 196 cm-1 was discussed by the temperature and electric 

field dependences. Its symmetry was also investigated by the angular dependence as shown in Fig. 

2(b). From these experimental results, it is suggested that the origin of Fano resonance is the 

coupling between polarization fluctuations in PNRs and the TO2 mode with the E(x,y) symmetry. 

  The composition gradient Li doped K(Ta1-xNbxO3) wafer was investigated by the micro-Brillouin 

scattering method, and the positional variation of physical properties is discussed [7]. 

 
References 

1. E. Dul’kin, S. Kojima, and M. Roth, Europhys. Lett. 97, 57004 (2012).  

2. R. Ohta, J. Zushi, T. Ariizumi, and S. Kojima, Appl. Phys. Lett. 98, 092909 (2011). 

3. M. M. Rahaman, T. Imai, J. Miyazu, J. Kobayashi, S. Tsukada, M. A. Helal, and S. Kojima,  

J. Appl. Phys. 116, 074110 (2014). 

4. M. M. Rahaman, T. Imai, J. Miyazu, J. Kobayashi, and S. Kojima, Jpn. J. Appl. Phys. 54, 10NB01 (2015).  

5. T. Imai, S. Toyoda, J. Miyazu, J. Kobayashi, and S. Kojima, Jpn. J. Appl. Phys. 53, 09PB02 (2014).  

6. T. Imai, S. Toyoda, J. Miyazu, J. Kobayashi, and S. Kojima, Appl. Phys. Expr. 7, 071501 (2014). 
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Complex dynamical patterns emerging from 3-phonon coupling 
in a relaxor ferroelectric 

	
  
M.	
  E.	
  Manley1,	
  D.	
  E.	
  Abernathy2,	
  R.	
  Sahul3,	
  P.	
  J.	
  Stonaha1,	
  J.	
  D.	
  Budai1	
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  Technology	
  Division,	
  Oak	
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Ridge,	
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  37831,	
  USA	
  
2Quantum	
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  Division,	
  Oak	
  Ridge	
  National	
  Laboratory,	
  Oak	
  Ridge,	
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  College,	
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  16801,	
  USA	
  

	
  
A	
  persistent	
  controversy	
  for	
  relaxor	
  ferroelectrics	
  has	
  been	
  the	
  origin	
  of	
  the	
  

“waterfall”	
  effect	
  in	
  the	
  phonon	
  dispersion	
  curves,	
  in	
  which	
  low-­‐energy	
  transverse	
  
phonons	
  cascade	
  into	
  vertical	
  columns	
  [1-­‐7].	
  The	
  “waterfall”	
  effect	
  has	
  also	
  been	
  
observed	
  in	
  other	
  technologically	
  important	
  materials,	
  including	
  conventional	
  
ferroelectrics	
  [8],	
  and	
  in	
  a	
  strongly	
  anharmonic	
  thermoelectric	
  material	
  [9].	
  
Originally	
  interpreted	
  as	
  phonons	
  interacting	
  with	
  polar	
  nanoregions	
  (PNRs)	
  [1],	
  it	
  
was	
  later	
  explained	
  as	
  an	
  effect	
  of	
  coupling	
  damped	
  optic	
  and	
  acoustic	
  phonons,	
  
without	
  the	
  need	
  for	
  PNRs	
  [10].	
  	
  

In	
  light	
  of	
  a	
  recently	
  discovered	
  PNR	
  vibrational	
  mode	
  near	
  the	
  “waterfall”	
  
wavevector	
  [11],	
  however,	
  we	
  have	
  reexamined	
  this	
  feature	
  using	
  time-­‐of-­‐flight	
  
inelastic	
  neutron	
  scattering	
  on	
  [100]-­‐poled	
  PMN-­‐30%PT	
  (0.6Pb(Mg1/3Nb2/3)O3 –
0.3PbTiO3).	
  We	
  make	
  use	
  of	
  the	
  fact	
  that	
  the	
  PNR	
  modes	
  align	
  with	
  [100]	
  poling	
  to	
  
isolate	
  the	
  effects	
  of	
  the	
  PNR	
  mode	
  in	
  PMN-­‐30%PT.	
  Perpendicular	
  to	
  the	
  poling	
  
direction	
  no	
  PNR	
  mode	
  appears,	
  and	
  the	
  2-­‐mode	
  coupling	
  model	
  proposed	
  by	
  
Hlinka	
  et	
  al.	
  [10]	
  captures	
  the	
  waterfall	
  feature.	
  Compare	
  the	
  neutron	
  experiments	
  
in	
  Fig.	
  1	
  (a)-­‐(c)	
  with	
  the	
  related	
  mode	
  coupling	
  calculations	
  in	
  Fig.	
  1	
  (h)-­‐(j).	
  Along	
  
the	
  poling	
  direction,	
  on	
  the	
  other	
  hand,	
  the	
  PNR	
  mode	
  appears	
  and	
  couples	
  to	
  both	
  
the	
  TO	
  and	
  TA	
  phonons,	
  Fig.	
  1	
  (d)-­‐(f).	
  The	
  3-­‐mode	
  coupling	
  results	
  in	
  some	
  
unexpected	
  complex	
  dynamical	
  features,	
  including	
  intensity	
  pockets	
  localized	
  in	
  
small	
  regions	
  of	
  momentum-­‐energy	
  space	
  (see	
  Fig.	
  1(e)).	
  A	
  “mini-­‐waterfall”	
  feature	
  
also	
  extends	
  between	
  the	
  TO	
  and	
  PNR	
  mode	
  in	
  Fig.	
  1(e).	
  As	
  with	
  the	
  usual	
  
“waterfall”	
  effect	
  this	
  “mini-­‐waterfall”	
  effect	
  depends	
  on	
  the	
  structure	
  factor	
  of	
  the	
  
TO	
  phonon	
  [10]	
  and	
  therefore	
  appears	
  different	
  in	
  the	
  (300)	
  zone,	
  Fig.	
  1(g),	
  than	
  in	
  
the	
  (200)	
  zone	
  Fig.	
  1(e).	
  These	
  features	
  are	
  fully	
  explained	
  by	
  an	
  expanded	
  version	
  
of	
  the	
  Hlinka	
  model	
  [10]	
  that	
  includes	
  three	
  coupled	
  damped	
  harmonic	
  oscillators	
  
representing	
  the	
  TO,	
  PNR,	
  and	
  TA	
  modes.	
  The	
  results	
  of	
  these	
  calculations	
  are	
  
shown	
  in	
  Fig.	
  1	
  (k)-­‐(n).	
  The	
  mode	
  coupling	
  calculation	
  captures	
  the	
  main	
  “waterfall”	
  
effect	
  (compare	
  Fig.	
  1	
  (c)	
  and	
  (f)	
  to	
  Fig.	
  1	
  (j)	
  and	
  (m)),	
  the	
  “mini-­‐waterfall”	
  effect,	
  
and	
  intensity	
  pockets	
  (compare	
  Fig.	
  1	
  (e)	
  and	
  (l)).	
  The	
  mode	
  coupling	
  calculation	
  
also	
  captures	
  the	
  way	
  the	
  “mini-­‐waterfall”	
  effect	
  is	
  diminished	
  in	
  going	
  from	
  the	
  
(200)	
  to	
  the	
  (300)	
  zone,	
  compare	
  Fig.	
  1	
  (g)	
  and	
  (n).	
  Our	
  results	
  illustrate	
  the	
  
challenges	
  of	
  studying	
  the	
  lattice	
  dynamics	
  of	
  relaxor	
  ferroelectrics;	
  In	
  addition	
  to	
  
the	
  normal	
  phonons	
  there	
  are	
  extra	
  modes	
  associated	
  with	
  the	
  PNRs	
  [11]	
  and	
  these	
  
interact	
  with	
  the	
  normal	
  phonons	
  to	
  produce	
  additional	
  complex	
  features.	
  	
  



	
  
Figure	
  1.	
  	
  Inelastic	
  neutron	
  scattering	
  and	
  model	
  calculations	
  of	
  the	
  “waterfall”	
  feature	
  
sliced	
  into	
  out-­‐of-­‐plane	
  sections	
  in	
  energy-­‐momentum	
  space.	
  	
  (a)-­‐(c)	
  Perpendicular	
  to	
  the	
  
poling	
  direction,	
  near	
  (0,-­‐2,0),	
  no	
  PNR	
  mode	
  [11]	
  is	
  detected	
  between	
  the	
  TO	
  and	
  TA	
  modes	
  
and	
  a	
  single	
  “waterfall”	
  feature	
  appears.	
  (d)-­‐(f)	
  Along	
  the	
  poling	
  direction,	
  near	
  (200),	
  a	
  
separate	
  PNR	
  mode	
  appears	
  between	
  the	
  TO	
  and	
  TA	
  modes.	
  (e)	
  A	
  “mini-­‐waterfall”	
  feature	
  
appears	
  between	
  the	
  TO	
  and	
  PNR	
  mode.	
  (f)	
  TO-­‐TA	
  coupling	
  dominates	
  main	
  “waterfall”	
  
feature.	
  (g)	
  “Mini-­‐waterfall”	
  appearance	
  changes	
  in	
  (300)	
  zone.	
  (h)-­‐(n)	
  Corresponding	
  mode	
  
coupling	
  calculations	
  capture	
  the	
  main	
  features	
  of	
  the	
  neutron	
  experiments.	
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In a recent lattice dynamical study of the 
relaxor ferroelectric Pb[(Mg0.33Nb0.67)1-xTix]O3 
(PMN-xPT) with Ti content x = 0.30, Manley et 
al.1 report the observation of an unexpected, 
weak, phonon mode located between the 
transverse acoustic (TA) and soft transverse 
optic (TO) modes.  This extra mode exhibits 
little or no dispersion at high temperatures, 
which was interpreted as evidence of phonon 
localization.  Because the extra mode is narrow 
in energy, it was identified as a long-lived 
excitation.  After cooling below Tc (~405 K) to 
room temperature, this “localized mode” (LM) 
displays a dispersion similar to that of the TA 
and TO modes, implying that the LM has 
become delocalized. 

In an attempt to reproduce the results and 
conclusions of Manley et al., we performed a 
standard test of the LM at 297 K using a 
nominally identical compound and the same 
neutron scattering spectrometer.  This was 
done by measuring the same energy scan 
performed by Manley et al. at two slightly 
different values of the scattered neutron energy 
Ef.  These data, measured at room temperature 
and a scattering vector Q = (2,-0.35,0), are 
shown in Fig. 1.  At Ef = 13.7 meV the LM peak is 
clearly visible at 11.5 meV with a linewidth of 
1.2 meV (FWHM) and an energy-integrated 

intensity of about 3% of that of the TO mode.  
These values are in excellent agreement with 
the results of Manley et al;1 so is our finding 
that the LM is narrower than the TA and TO 
modes but comparable to the elastic incoherent 
energy width.  At Ef = 14.7 meV, however, the 
LM energy softens by 0.25 meV while the 
integrated intensity grows over 50%.  By 
comparison, the TA and TO modes shift ≤ 0.07 
meV and increase in intensity < 2%.  These 
results demonstrate that the purported LM is 
spurious, as the frequency and structure factor 
of any intrinsic excitation must be wavelength 
invariant.   

We propose that the LM shown in Fig. 1 results 
from a simple double scattering process 
involving a longitudinal acoustic (LA) mode.  Our 
analysis follows that discussed by Ronnow et 
al.,2 who described the spurious “ghoston” 
peaks that are generated by neutron double 
scattering from elastic (Bragg) and inelastic 
(magnon) cross sections in CuGeO3.  Assuming 
only a cubic lattice constant a = 4.02 Å, we find 
that Bragg scattering from the reciprocal lattice 
vector τ = (2,-4,0) can generate the LM at Q = 
(2,-0.35,0) if there exists an excitation or at 
least some spectral intensity at Q - τ = (0,3.65,0) 
with energy 11.5 meV.  Such an excitation 



corresponds to a purely longitudinal mode, and 
in fact the neutron studies of Swainson et al.3 
and Tomeno et al.4 on PMN and PbTiO3, 
respectively, report LA phonon energies that 
closely bracket those of the LM reported for 
PMN-30PT.  We further note that the LA 
phonon branch in PMN and PbTiO3 exhibits little 
or no dispersion for wave vectors q > 0.25 rlu, 
just like the LM. 

 
Figure 1 | LM dependence on final neutron 
energy Ef measured at Q = (2,-0.35,0) rlu and 
293 K. 

The Bragg + Phonon double scattering 
mechanism described above should exhibit a 
strong dependence on the out-of-plane tilt 
angle because the (2,-4,0) Bragg peak involved 
lies purely in-plane.  To test this picture, the tilt 
dependences of the energy-integrated 
intensities of the LM, TA, and TO modes are 
plotted in Fig. 2, all of which have been 
normalized to one at zero tilt.  These data 
clearly show that the LM and Bragg cross 
sections exhibit the same dependence on tilt, 
consistent with our model.  By contrast the TA 
and TO cross sections vary much more slowly. 

 
Figure 2 | Tilt dependences of the various 
neutron scattering cross sections 

We will suggest how to extend this model to 
lower values of q, where the LM mode becomes 
dispersive below Tc. 
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Solid solutions of SrxBa1−xNb2O6 (SBN) are uniaxial polar compounds with a tetragonal 

tungsten-bronze type structure, possessing relaxor properties for x≥0.6. We report the 

investigation of Sr0.6Ba0.4Nb2O6 (SBN60) single crystal by means of diffuse x-ray 

scattering (DS) – ID23 at ESRF, BM01A at SNBL at ESRF – complemented by the 

inelastic x-ray scattering (IXS) – ID28 at ESRF. The availability of data in large Q-range 

and in large temperature range allows us to visualize interplay between three families 

of diffuse objects in reciprocal space as described below. 

As can be seen in Figure 1, diffuse 

scattering features with different 

appearance are present: A) compact 

diffuse spots with half-integer l 

previously treated as Bragg 

reflections due to the 

incommensurate modulation; B) 

pancake-like diffuse spots with 

integer l, except for l = 0. 

In the first case the best description 

for the shape is found to be squared 

Lorentzian, while the second class of 

objects is better described by an 

anisotropic Lorentzian.  

 

When we follow the evolution of 

diffuse scattering as a function of 

temperature, the second class 

appears to contain two families with 

very similar shape but very different 

temperature response. Spots like (00l), extensively studied with neutron scattering, and 

(2h 0 l) (l ≠ 0) acquire the maximum intensity at the temperature of the maximum of 

dielectric susceptibility (DS type B1), while the intensity around (2h+1 0 l) (l ≠ 0) at this 

temperature goes to the plateau and remains constant for nearly 100 K (DS type B2) 

before decaying together with the incommensurate modulation (DS type A). The most 

of diffuse pancakes with non-zero indices manifest mixed behavior (Figure 2). 

 
Figure 1. Reciprocal space cuts of SBN60 at 

340 K. Laue symmetry applied. 



Inelastic x-ray scattering 

unambiguously identifies DS 

type B2 as essentially elastic 

or quasielastic. Taking into 

account hkl selection rules, 

we associate B1 component 

with ferroelectric-like 

correlated displacements of 

Nb, and B2 component - with 

antiferroelectric-like 

correlated displacements of 

Nb, in both cases along the 

polar axis c. Temperature 

evolution of a number of 

features, when considered 

together, point out to the 

strong interplay of all three 

families of diffuse scattering (Figure 3). On cooling the component A, associated to 

Sr/Ba displacements, becomes visible around 800 K and then increases. For some spots 

this increase is rather monotonous, and for some of them step at about TC is apparent. 

AFE-like component B2 also 

gradually develops on cooling 

before being destroyed by 

FE-like fluctuations (B1) 

around TC.  Thus, we have 

observed two types of 

competing fluctuations, both 

are coupled with Sr/Ba 

displacements. 

 

Following questions are 

rising:  

i) What is the structural 

change behind the evolution 

of the A-spots across the 

transition? 

ii) How B1 and B2 

components behave under DC 

and AC electric field?  

iii) How general are our 

observations in SBN family? 

 

 

 

 

 
Figure 2. Temperature evolution of diffuse scattering 

in hk2 plane of SBN60. Isosurface representation, 

color is a function of distance to (002). 

 
Figure 3. Temperature evolution of selected features 

in SBN60. Intensities are scaled for the visualization 

purposes. 
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 Relaxor ferroelectrics were first discovered in the 1960s and have been a focus of 
intense research due to their intriguing properties.[1] In particular the so-called butterfly 
shape of the diffuse scattering (DS) has been identified as the structural signature of 
relaxor behavior.[2] While the widely used current model of polar nanoregions (PNR) 
inside a non-polar matrix has been used to explain the temperature dependence of relaxor 
behavior observed with several experimental techniques since 1983, this model is 
essentially a post-hoc justification of the experimental results and has not been used 
predictively. 
 To provide a conceptual picture of the changes in the relaxor structure through the 
phase transitions, we have suggested an analogy between relaxors and water [3] based on 
the fact that the dielectric response of water shows a non-Arrhenius dispersion as well as 
the quadratic Lorentz dependence of the dielectric constant on temperature that are the 
signatures of the dielectric response of ferroelectric relaxor oxides. 
 The analogy between relaxors and water has become more popular recently [4-6] 
but has relied primarily on the similarities of the observed frequency dependence of the 
dielectric response. We have used molecular dynamics (MD) simulations of the classic 
PbMg1/3Nb2/3O3-PbTiO3 (PMN-PT) material with large supercells to elucidate the relaxor 
structure and dynamics. To obtain high quality DS patterns from MD, we have performed 
MD simulations using 64x64x64 and 72x72x72 supercells.  We find that the agreement 
with the experimental DS is much improved for DS calculated from the trajectories of 
large cell simulations compared to the previous results obtained using 36x36x36 
supercells, with the correct butterfly and rod shapes clearly observed for DS around the 
(100) and (110) spots.   The good agreement with experimental DS data implies that our 
simulations correctly reproduce the local structure of PMN-PT. 
  The insights obtained from MD simulations allow us to establish the analogy 
between relaxors and water on a firm footing by demonstrating the similarities in the 
local structure and dynamics of PMN-PT and H2O.  Our MD simulations show that the 
relaxor transitions upon cooling from T> Tb are characterized by the following features: 
(a) the formation of strong through-O coupling at Ti-rich sites increases the magnitude of 
the local Pb displacement (DPb) that serves as the local order parameter [3];  (b) a 
distribution of different degrees of ordering is present at all T, but shifts toward high 
order and slower dynamics with cooling. (c) These changes are not due to the greater 
extent of the correlation with cooling (growth of PNR) as thought previously.  Rather, the 
size of the correlated region is largely unchanged from its appearance at T=Tb down to 
low T< Tf, and the increased average order is due to the dramatic increase of correlations 
inside the region boundaries from T> Tb to T<Tf.  Examination of the literature studies of 
H2O structure and dynamics shows that these features are also found in liquid water.   



 First, we find that the local order parameters for PMN-PT and H2O show very 
similar T dependence, as shown by the comparison of DPb(T) and the 1H chemical shift 
[7] for PMN-PT and H2O, respectively.  Second, similar to PMN-PT, a correlation region 
of a fixed size appears in H2O at Tb, with the correlations inside the region strengthening 
upon cooling. [5,8-10] Thus, for both H2O and PMN-PT the evolution of the local 
structure with T can be characterized as consisting of an ordered region of a fixed size 
that shows increased order inside the region boundaries.  This is in contrast to the picture 
used in previous descriptions of the evolution of PNR in relaxors where based on the 
classic theory of phase transition, the spatial extent of correlations was assumed to grow 
with cooling. 
 Third, despite the absence of compositional inhomogeneities on length scales 
larger than a few Å, both PMN-PT and H2O contain several types of local sites that 
exhibit different structural and dynamic characteristics and different dynamic response 
properties. [8,11]  
 Thus, comparison of the results of our simulations with those obtained in previous 
studies of water shows several similarities in the local structure and dynamic response of 
these two seemingly very different materials.  We believe that these similar features are 
the origin of the relaxor dielectric response observed in PMN-PT and H2O. 
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From Improper Ferroelectrics to Negative Thermal Expansion – what symmetry

analysis of competing crystallographic phases can tells us about dynamics
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The practice of rationalising the macroscopic observable property of a material in terms of

microscopic crystallographic structure is now well established. No more so than in the field of

ferroelectrics where the space group alone may reveal the allowed macroscopic polarisation direction.

Symmetry analysis of the ground state structure may also reveal the allowed couplings of this

ferroelectricity with the magnetic and strain order parameters, and the existence of weak

ferromagnetism. This approach has recently been applied to predict a new kind of ferroelectric

mechanism in the Ruddlesden-Popper oxides Ca3B2O7 (B = Mn4+ and Ti4+) 1 leading to a renewed

interest in these and related materials.

The improper ferroelectric mechanism in these materials proceeds via the coupling of two lattice

instabilities (a octahedral tilt and a rotation of BO6) to a third polar off-centre displacement.1 I will

present experimental results2 here showing that this picture is correct to the first approximation for

Ca3Ti2O7 and that the coupling of these three modes is linear in amplitude in accordance with

theoretical predictions. However, for Ca3Mn2O7 we find a phase coexistence over a large temperature

range (Figure 1) between the ferroelectric structure and a previously unreported centrosymmetric

structure. These phases are not related to each other by a group-subgroup relationship and this

intermediate centrosymmetric phase is at odds with the predicted nature of the phase transition of this

improper ferroelectric material.

Figure 2: (a) Rotation and tilt modes for the

relevant competing phases in Ca3Mn2O7 with

respect to the idealised high symmetry I4/mmm

structure. (b) The ferroelectric A21am and

centrosymmetric Acaa phase are not related to

each other by a group subgroup relationship.

Figure 1: (a) phase coexistence between

ferroelectric (A21am) and centrosymmetric Acaa

phase. (b) NTE in Acca phase and (c) the

expected positive thermal expansion in A21am

phase of Ca3Ti2O7 and Ca3Mn2O7.



The competing centrosymmetric phase in Ca3Mn2O7 is found to have pronounced uniaxial negative

thermal expansion (NTE, Figure 1) over a large temperature range, representing the only sizable NTE

reported in these and related perovskite materials to data. This unusual thermal expansion behaviour is

not present in either the ferroelectric phases of Ca3Ti2O7 or Ca3Mn2O7.

Symmetry analysis of the two competing phases (Figure 2) allows us to infer the character of the soft

phonon modes responsible for the NTE. This phonon mode, which represents a tilting of the MO6

octahedra exerting a tension effect on the lattice, appears to become “trapped” in the metastable

centrosymmetric phase.

I will explore in the rest of my talk how chemical control of these two closely competing phases can

be used to tune their thermal expansion properties systematically, demonstrating how symmetry

analysis of two closely competing phases alone can lead to a mechanistic understanding of a

phenomenon which is not a ground state property but arises solely due to lattice dynamics. I will

show that this approach may be more generally applied to understand the thermal expansion

properties in the extended family of Ruddlesden-Popper oxides and that the engineering of closely

competing phases will provide a general means to designing materials with desired thermal expansion

properties.

References:

[1] N. A. Benedek and C. J. Fennie, Phys. Rev. Lett. 106, 107204 (2011).

[2] M.S. Senn, A. Bombardi, C.A. Murray, C. Vecchini, A. Scherillo, X. Luo, and S.W. Cheong,

Phys. Rev. Lett. 114, 23 (2015).
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Improper ferroelectric phase transition connected with a tripling of unit cell was discovered in
hexagonal BaMnO3 antiferromagnet at TC = 130K. New polar phonon activates in THz and Raman
spectra below TC due to folding of Brillouin zone. This mode has K3 symmetry above TC , hardens
on cooling below TC according to Cochran law and saturates near 26 cm−1 at 5K.

Multiferroic (BaxSr1−x)3Co2Fe24O41 with Z-type hexaferrite structure also belongs to improper
ferroelectrics, but here the polarization is induced by a spin order below TC ≃ 500K. We discov-
ered one electromagnon in microwave dielectric and magnetic permeability spectra, which exhibits
anomalous softening towards TC . Second electromagnon seen in THz spectra also softens on heating,
but it becomes overdamped above 250K. Both electromagnons are active at highest temperatures
observed yet and they are activated in the dielectric spectra by a dynamic magnetoelectric coupling.

In proper ferroelectrics, the phase transition param-
eter (PTP) is the polarization and the large dielectric
anomaly observed at Curie temperature TC is caused by
softening of some polar excitation. In pseudoproper and
improper ferroelectrics, the PTP is not polarization but
some other quantity like antiferromagnetic order param-
eter, strain or phonon eigenvector with wavevector out-
off Brillouin zone (BZ) center.1,2 In this case the ferro-
electric polarization arises below TC due to coupling of
the polarization with the primary PTP and usually only
small dielectric anomaly appears near TC . A question
arises: Can be observed some soft mode in IR or Ra-
man spectra near improper or pseudoproper phase transi-
tions? If the improper ferroelectric phase transition is ac-
companied with multiplication of unit cell, some phonon
from BZ boundary should soften around TC . Never-
theless, in the paraelectric phase, this phonon can be
studied only using inelastic neutron or X-ray scattering
and only in the ferroelectric phase this phonon can be-
come IR and Raman active. Below we will demonstrate
that in two-layered hexagonal BaMnO3 (abbreviated as
2H-BaMnO3) the ferroelectric soft mode becomes both
IR and Raman active below TC due to tripling of unit
cell in the ferroelectric phase. We will also show that
electromagnons, i.e. electrically active magnons can ex-
hibit anomalous softening around spin-induced ferroelec-
tric phase transitions and therefore they can be responsi-
ble for a small dielectric peak at TC . In Z-type hexafer-
rite (BaxSr1−x)3Co2Fe24O41 we even observed two elec-
tromagnons in microwave and THz regions.

Improper ferroelectric phase transition in antifer-
romagnetic 2H-BaMnO3 has been recently predicted
from first-principles calculations3 and TC = 130K was
very recently confirmed in structural studies.4 High-
temperature P63mc structure transforms to polar P63cm
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FIG. 1: Temperature dependence of dielectric permittivity in
2H-BaMnO3 ceramics.

space group and the unit cell triples at low temperatures.
Antiferromagnetic order appears at 58K.5 We measured
dielectric permittivity of 2H-BaMnO3 ceramics and dis-
covered increase of permittivity (see Fig. 1) below TC

typical for improper ferroelectrics. High-temperature di-
electric dispersions is caused by Maxwell-Wagner polar-
ization due to finite conductivity of the ceramics. Be-
low TC , THz and Raman spectra reveal the same new
phonon, which hardens on cooling (see Fig. 2a). Above
TC , the phase transition is driven by the soft zone-
boundary phonon of K3 symmetry with q = (1/3,1/3,0)
which is coupled with the zone-center Γ−

2 mode.3 Below
TC the BZ folding occurs due to tripling of unit cell and
therefore the K3 symmetry soft mode becomes zone cen-
ter mode, which activates in our IR and Raman spectra
and hardens on cooling. This mode is very weak in the
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FIG. 2: (a) THz complex dielectric spectra of 2H-BaMnO3 ceramics show activation of a new phonon below TC = 130K.
Temperature dependence of the soft mode frequency is seen in the inset. (b) Temperature and (c) magnetic field dependence
of THz extinction coefficient of (Ba0.2Sr0.8)3Co2Fe24O41 ceramics. Ferrimagnetic resonance peak is seen below 10 cm−1 only
in magnetic field above 4T, electromagnon near 30 cm−1 disappears at 2T and phonon near 45 cm−1 exhibits only small
shift with temperature. (d) Temperature dependence of frequencies and dampings of the spin excitations observed in THz
and Raman spectra of (Ba0.2Sr0.8)3Co2Fe24O41 ceramics. (e) Temperature dependence of resonance frequencies obtained
from microwave magnetic permeability (marked by arrow) and dielectric permittivity spectra of Sr3Co2Fe24O41 ceramics.
High-frequency resonance marked ωFMR corresponds to a ferrimagnetic resonance, which activates in dielectric spectra due to
magnetoelectric coupling. The low-frequency resonance ωDW is probably frequency of domain-wall vibrations. Due to frequency
and temperature limitation of our microwave instrument, ωFMR seen in magnetic permeability spectra µ∗(ω) was determined
only between 350 and 415K, but it is probably active also below and above this temperature interval.

THz spectra. Even thought its dielectric strength ∆ε in-
creases on cooling and at 5K ∆ε = 0.3, it cannot itself ex-
plain the observed one order of magnitute larger increase
of microwave and low-frequency ε’ below TC = 130K
(Fig. 1). Additional dielectric relaxation must be present
in the microwave region below TC . This dielectric relax-
ation is probably caused by a ferroelectric domain walls
motion. On cooling, this temperature-activated process
slows down and distribution of relaxation frequencies in-
creases. For that reason a relaxor-like dielectric disper-
sion is seen below 70K in Fig. 1.
Second part of this contribution is devoted to stud-

ies of spin-induced ferroelectric (BaxSr1−x)3Co2Fe24O41

with Z-type hexaferrite crystal structure. Below 700K
this material is a collinear ferrimagnet and near 500K
its magnetic structure changes to transverse conical
and a ferroelectric polarization arises due to inverse
Dzyaloshinskii-Moriya interaction.6 Here we discovered

two kinds of electromagnons. High-frequency electro-
magnon seen near 30 cm−1 becomes underdamped be-
low 250K and markedly hardens on cooling (Fig. 2b,c,d).
In external magnetic field this excitation softens, over-
damps and disappears from THz spectra in the field 2T
(Fig. 2b,c). Ferrimagnetic resonance has also signature
of electromagnon, because it is seen near 1GHz in both
microwave dielectric permittivity and magnetic perme-
ability spectra (Fig. 2e). This electromagnon softens on
heating towards TC = 500K, below which the ferroelec-
tric order is induced. This is the first electromagnon
observed above room temperature. Moreover, this exci-
tation shifts to THz region with external magnetic field
above 4T (Fig. 2b,c). Magnetoelectric character of the
ferrimagnetic resonance was confirmed also in EPR spec-
tra under external electric field.
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Hybrid improper ferroelectricity (HIF), which describes a state with the polarization induced by a 

hybridization of two non-polar lattice instabilities, holds great promise toward the realization of room-

temperature multiferroelectricity1,2. The key idea is to design new materials in which ferroelectricity and 

(anti)ferromagnetism can be coupled by the same lattice instability, therefore providing an indirect but 

strong coupling between polarization and magnetism1. Example compounds with HIF include the double-

layered Ruddlesden-Popper (RP) perovskites with the chemical formula of A3B2O7 (A2+ = alkali metal; B4+ 

= transition metal). Unexpectedly, charged ferroelectric domain walls (FE DWs), some of which are highly 

conducting, were also found to be mysteriously abundant in the recently discovered RP-type HIF 

(Ca,Sr)3Ti2O7 crystals3. Head-to-head and tail-to-tail 180o FE DWs exhibit an approximately 100 times 

conduction difference in the conductive atomic force microscopy (c-AFM) measurements3.  

Figure 1a shows the two characteristic lattice modes in HIF A3B2O7: the BO6 octahedra in-phase 

rotations in either clockwise (sign of the rotation is +) or counterclockwise (-) about the [001] direction also 

denoted as a0a0c+ in the Glazer notation or the X2
+ mode and the BO6 octahedral tilting about two <100>orth 

axes, i.e. apical oxygen-motions toward four directions (labeled as 1-4 quadrants) also denoted as a-a-c0 or 

the X3
- mode. Below a FE phase transition temperature, the X3

- mode (a-a-c0) adopts one of the four tilting 

directions (1-4), and the X2
+ mode (a0a0c+) adopts + or -, which leads to eight degenerate states (labeled as 

1±, 2±, 3±, and 4± in Fig. 1a). Thus, antiphase boundaries (APBs) such as walls between state 1+ and 3- 

should exist in HIF A3B2O7; however, they are hidden in the polarized optical image (POM, Fig. 1b) and 

the piezoresponse force microscopy measurement (PFM, Fig. 1c), which is usually a good method to map 

out FE domain configurations3. In order to unveil the origin of these abundant charged FE DWs in the HIF 

(Ca,Sr)3Ti2O7, we explore the complete connectivity of DWs and domain topologies in (Ca,Sr)3Ti2O7 single 

crystals, particularly with mapping of APBs using dark-field Transmission Electron Microscopy (DF-TEM). 

Compared with PFM, DF-TEM under systematic controlled diffraction conditions allows us to investigate 

domains induced directly by local structural deformations. For the first time, we discovered that there exists 

four possible polarization directions, each polarization state is degenerated with two antiphase domains in 

HIF (Ca,Sr)3Ti2O7 crystals, and these eight structural variants form a Z4xZ2 domain structure with Z3 



vortices (three domains/domain walls merging at the vortex cores always). Figures 1d-f show a series of 

DF-TEM images demonstrating a typical Z3 vortex pattern within a FA domain. In this talk, we will unveil 

the connection between the presence of charged FE DWs and the macroscopic DW connectivity/topology. 

Our results demonstrate the unexpectedly rich nature of hybrid improper ferroelectricity. 

 

Figure 1 In-plane correlation of ferroelastic, ferroelectric and antiphase domains in Ca2.46Sr0.54Ti2O7 

crystal. a, TiO6 octahedra with tilting along the <110>tetra directions and rotation around the [001]tetra 

direction. The straight arrows with eight colors denote the eight domain variants as listed. There exist four 

polarization directions and two antiphase domains for each polarization direction. b, A POM image in 0.17 

mm x 0.17 mm on the cleaved (001) plane at room temperature. White and black double arrows indicate 

the a-axes in an alternative way. c, The corresponding in-plane PFM image to the area in the red box in (b). 

The direction of spontaneous in-plane polarization were indicated by black and white arrows. d, A DF-

TEM image taken using superlattice spots g+ = 3/2(1, 1, 0)tetra along [001] direction. e, A DF-TEM image 

taken using superlattice spots g- = 3/2(-1, -1, 0)tetra. (c)-(d) were taken under two-beam conditions where 

the reversed contrast demonstrates the characteristic of 180o-type ferroelectric domains. f, A DF-TEM 

image taken using superlattice g- spots under a larger tilting angle in order to tune contrast through 

enhancing excitation error. g, The schematic domain configuration demonstrates a typical Z3 vortex pattern, 

composed of three 180o-ferroelectric domains with DWs FEr (red-dotted), FEt (red-solid) and APB (green-

solid) merging at one point. White arrows denote the polarization direction in each domain.  
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Hybrid improper ferroelectricity (HIF) was first theoretically proposed in Ca3B2O7 

(B=Mn,Ti) [1], in which the in-plane polarization is induced by the trilinear coupling among 

the polarization (𝑃), oxygen octahedral rotation (QR) and tilt (QT) modes. The trilinear coupling 

significantly contributes to the stabilization of the polar ground state, and produces the polari-

zation 𝑃 ∝ QRQT. Although subsequent theoretical studies report that hybrid improper ferroe-

lectricity should exist in other n=2 Ruddlesden-Popper materials with different chemistries [2], 

few have been reported experimentally. Very recently the first experimental demonstration of 

hybrid improper ferroelectricity was reported in Ca3Ti2O7 (CTO) [3]. The authors also showed 

the switchable polarization with unexpectedly low switching electric fields. Although explana-

tions according to the simple trilinear coupling terms were presented, the model does not com-

pletely describe the switch-

ing behavior of the mate-

rial. 

Here, we investigated 

the CTO system by expand-

ing the total energy using a 

Landau phenomenological 

model with order parame-

ters for the in-plane polari-

zation, oxygen octahedral 

tilt and rotation (i.e., 𝑃,

QR  and QT ), respectively. 

By fitting the coefficients in 

the Landau model within 

the density functional theory (DFT) calculations, we find an accurate expansion for CTO. Fifth 

order terms must be included to more precisely reproduce the total energy (the error is less than 

5meV per formula) and the magnitudes of the order parameters (the error is less than 3%) of 

the bulk system. Furthermore, we studied the strain effects on HIF by both formulating a Lan-

dau model based on thin-film boundary conditions and self-consistent DFT calculations. Here 

we find that the electric polarization increases with strain, upon going from -4 to 4% strain, 

although the amplitude of the polarization order decreases with tensile strain. We find that P 

increases with increasing tensile strain mainly owing to the oxygen displacements in the TiO2  

layers that align to favor the in-plane polarization (Fig. 1), which is revealed by examining the 

 

Figure 1. Left panel: reference structure with the space group of 

I4/mmm. Right panel: schematic illustration of in-plane [110] polar-

ization, oxygen octahedral rotation around [001] and tilt around 

[110]. The values (i.e., 1, 2, 3…) in the structure indicate the layer 

numbers and the layer resolved polarizations in units of 10-2 eÅ, re-

spectively. Layer resolved polarizations  for 1% and 2% strains are 

shown. 



ab layer polarizations. Our study may gain insights into the importance of the higher order 

multi-mode interaction terms other than the trilinear term and be useful for the future model 

study in the materials with HIF. 
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Coupling and electrical control of structural, orbital 
and magnetic orders in perovskites 

 
Nicholas Bristowe 

Department of Materials, Imperial College London, London SW7 2AZ, U.K. 

The possibility of tuning the magnetic properties of a material with an applied 

electric field has recently received great interest for low energy consumption 

spintronic devices. In this regard, a promising route to achieve ferroelectricity in 

magnets is via the so-called hybrid improper ferroelectricity [1-4]. This concept is 

related to an unusual coupling of lattice modes, giving rise in the free energy 

expansion to a trilinear term −λP.R1.R2 linking the polar mode P to two 

independent non-polar motions R1 and R2, which are typically antiferrodistortive 

(AFD) motions in magnetic perovskites and related materials. Recent experiments 

are beginning to confirm the existence of hybrid improper ferroelectrics [1,5,6], 

and this trilinear coupling is appearing as a practical way to achieve electrical 

control of non-polar AFD motions associated to the rotation of the oxygen 

octahedra, i.e. monitoring P with an electric field will directly and sizably tune the 

non-polar modes R1 and/or R2. The AFD modes in turn can influence spin-

exchange interactions, such as the Dzyaloshinskii-Moriya interaction, and hence 

weak ferromagnetism, for example.  

In general, however, these AFD motions are only relatively weakly coupled to the 

electronic properties of perovskites. It would be interesting to explore whether a 

similar trilinear coupling instead involving non-polar motions R1 and R2, that are 

more intimately connected to the electronic degrees of freedom. An obvious 

choice common to perovskites is the Jahn-Teller (JT) distortion, which 

traditionally manifests due to the Jahn-Teller effect in order to remove an 

electronic degeneracy, opening a band gap and favouring a particular orbital 

ordering, which in turn can affect magnetic ordering. It is interesting to note that, 



supposing a system was discovered whereby a −λP.R1.R2 term exists and R1 

and/or R2 has the symmetry of a JT distortion, the existence of this trilinear term 

could force into the system the JT distortion, even in traditionally non-JT active 

materials. Furthermore, this trilinear term would then allow the electrical control 

of JT modes, which would open novel functionalities in perovskites as it will have 

consequences on related electronic properties, for instance, optical and magnetic 

properties as well as the tuning of metal-insulator phase transitions.  

This talk highlights preliminary work aimed at discovering and utilizing the 

coupling of P with JT distortions, through the trilinear term. Using first principles 

calculations and symmetry analyses the concept is demonstrated on a few different 

perovskite-based systems where it is shown that the coupling can strongly 

influence, and allow the electrical control of, the magnetic ground state [7,8] and 

electronic band gaps [9], for example. 

Comparison of JT and AFD motions; (a) in-phase ϕz
+ AFD motion (M2

+ mode); (b) in-
phase JT motion (M3

+ mode); (c) anti-phase ϕz
-  motion (R5

- mode); (d) anti-phase JT 
motion (R3

- mode). In the first demonstration of hybrid-improper ferroelectricity in 
SrTiO3-PbTiO3 superlattices a P. ϕz

+. ϕz
- coupling was found [1]. In vanadate 

superlattices a P. Mjt. Rjt trilinear term exists [8]. 
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Probing Magnetoelectric Heterostructures with Polarized Neutron Reflectometry 

Alexander Grutter, NIST Center for Neutron Research 

 

Direct electric field control of magnetism is among the most important goals in nanoscale 

magnetics research, but it is only recently that progress has been made in exploring new 

pathways to giant magnetoelectric coupling effects. Thus far, the most popular routes towards 

achieving magnetoelectric coupling have focused on heterostructures incorporating multiferroics 

or ferroelectrics. Although successful attempts to induce magnetoelectric behavior without 

multiferroicity or magnetoelasticity remain relatively rare, systems incorporating oxide/oxide or 

oxide/metal interfaces are promising. As with many magnetoelectric heterostructures, the 

magnetic response of such systems is often quite small and may be localized near the interface. 

Thus, it is critical to directly and unambiguously identify the magnetic response to an applied 

voltage and to understand the depth dependence of magnetoelectricity in these heterostructures. 

Polarized neutron reflectometry is an ideal tool for achieving both of these goals, and in this talk 

we will discuss several recent examples — voltage-controlled charge transfer at the 

CaRuO3/CaMnO3 interface, and voltage-induced oxygen migration at the GdOX/Co interface. 

 In the first case, we have 

demonstrated electric field control of 

ferromagnetism at the CaRuO3/CaMnO3 

interface where the constituent materials 

are paramagnetic and antiferromagnetic in 

the bulk, respectively.1-4 Due to interfacial 

charge transfer from the CaRuO3, the 

interfacial Mn ions are in a canted 

antiferromagnetic state balanced between 

antiferromagnetic superexchange and 

ferromagnetic double exchange 

interactions.1-4 Such a state is expected to 

be very sensitive to interfacial charge 

transfer and changes in carrier density, which can be modulated through electric fields.  We have 

shown that direct electric field control of the interfacial magnetization may be achieved through 

the application of electric fields as small as ±8 kV/cm. We have used polarized neutron 

reflectometry to measure the magnetization of a single magnetic interface at 10 K as a function 

of applied voltage and found that a three-fold increase in magnetization can be induced. Without 

charge transfer, the ferromagnetic interactions are suppressed and the system becomes 

exclusively antiferromagnetic. In contrast, increasing the charge transfer results in a purely 

ferromagnetic state. Thus, we have successfully tuned the interfacial magnetic state of 

CaRuO3/CaMnO3 heterostructures and have demonstrated the selection of any state between 

fully parallel and fully antiparallel alignment of the interfacial Mn moments. 

Figure 1 – Sample geometry, showing CaRuO3/CaMnO3 

bilayer on a SrTiO3 substrate with Au and Ag electrodes 

connected to a high-voltage power supply. 



In the CaRuO3/CaMnO3 system, the primary challenge to overcome was the confinement 

of the ferromagnetic layer and magnetoelectric response to a single unit cell in the interfacial 

CaMnO3. In consequence, the net magnetic moment was vanishingly small. Detection of the 

interfacial ferromagnetism, as well as the voltage induced modulation, relied on the extreme 

sensitivity of neutron reflectometry measurements, as well as the ability to exclude extrinsic 

magnetization sources such as sample contamination. Additionally, since the structure is not 

expected to change with the application of a bias voltage, any changes in the reflectivity may be 

reliably attributed to changes in the magnetization. However, in many systems 

magnetoelectricity is mediated through structural changes. 

Recently, Bauer et al. and Bi et al. 

demonstrated stable, reversible electric field 

control of both magnetization and magnetic 

anisotropy at the interface between GdOX and 

ultrathin (~1 nm) Co layers. Through heating and 

the application of a bias voltage, the Co layer may 

have its easy axis driven either into the film plane 

or along the film normal axis. Longer voltage and 

heating treatments can suppress the magnetization 

or cause it to recover. However, little is known 

about the mechanisms of oxygen transport in this 

system, the effects of the heat and voltage 

treatments on sample structure and interface 

quality, or the length scales over which the effect 

may be applied. Neutron reflectometry is ideally suited to answering such questions. Therefore, 

we have grown GdOX/Co heterostructures and characterized the nuclear and magnetic depth 

profiles after a series of electric field and heat treatments. We find that the treatments drastically 

alter the interfacial structure and that the microstructure of the layers plays an important role in 

enabling reversible oxygen transport. Furthermore, we demonstrate that beyond a critical 

penetration depth, reversibility of oxygen transport into and out of the Co layer declines 

considerably. Despite considerable changes to the interfacial roughness and oxygen 

stroichiometry of the heterostructure, neutron reflectometry allows the simultaneous tracking and 

correlation of oxygen content with the magnetic properties of the system. Thus, we can see that 

neutron reflectometry is an ideal tool for the examination of a wide variety of magnetoelectric 

phenomena. 
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Figure 2 – Sample neutron reflectometry curve and 

spin asymmetry of a GdOX/Co heterostructure 



Deterministic polarization switching in multiferroic bismuth ferrite 
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Electric field driven magnetization switching could lead to reduction in power consumption 

and overheating in current nanoelectronic devices. In this regard, multiferroic 

magnetoelectric materials are the focus of attention, and in particular room temperature 

ferroelectric antiferromagnetic bismuth ferrite (BFO) is widely studied due to its unique 

properties1. It has been shown that in ferromagnetic/(001)pBFO mesostructures electric field 

driven magnetization rotation can be achieved via an exchange bias mediated interfacial 

magnetoelectric effect2,3. In order to attain unequivocal control of magnetization in 

perpendicular heterostructures, deterministic ferroelastic/ferroelectric polarization 

switching in (001)pBFO firstly needs to be achieved: to this effect investigations are currently 

ongoing3,4. However, switching procedures in thin films or mesostructures are influenced by 

the boundary conditions imposed on the area under investigation by the ferroelectric state 

of the surrounding matrix material5. Therefore, in order to fully understand and control such 

mechanism in (001)pBFO, it would be desirable to study the phenomenon in free standing 

nanoislands. 

Here we apply an ion beam milling fabrication procedure6 to obtain BFO nanoislands out 

of a thin film. The switching properties are investigated by piezoresponse force microscopy 

(PFM). Switching is achievable in nanoislands down to 250nm diameter, with good retention 

properties witnessing preservation of ferroelctricity after nanostructuring. We demonstrate 

that deterministic switching is achievable by use of a trailing field originated by scanning a DC 

biased SPM probe over single nanoislands (FIG.1). In such way, while applying an out-of plane 

field to the structure, the in-plane polarization component can be selected, therefore being 

able to select between a 71º, 109º or 180º switching process. 

Such degree of control on deterministic switching in BFO nanoislands will lead to BFO-

based magnetoelectric multiferroic heterostructures, where magnetization can be switched 

by out-of plane electric field. Such investigations will yield a deeper understanding of the 

switching mechanism in BFO, and would eventually lead to utilization of composite 

multiferroics for nanoelectronic devices. 
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FIGURE 1: Deterministic switching in BFO nanoislands. Topography (left) showing graphically the 

scanning direction used while applying negative bias via the SPM probe. Lateral piezoresponse 

with sample tilting 0º (centre) and 90º (right), with respective in-plane polarization arrow maps, 

associating in-plane polarization direction with the image contrast. Arrows in between centre 

and right image indicate the actual in-plane polarization direction as resulting after vector PFM 

reconstruction. It results that it is possible to toggle the polarization direction by appropriate 

choice of scanning direction. Image size is 2x2µm2. 



Designing high response lead free piezoelectrics: From first principles 

Valentino R. Cooper 

Materials Science and Technology Division, Oak Ridge National Laboratory, Oak Ridge, TN 37830, USA 

The past two decades have seen an unprecedented explosion in the use of computational methods in 

scientific research ranging from drug discovery to the design of new materials for electrodes in Li-ion 

batteries. This growth has largely been fueled by a steady increase in computational resources coupled 

with new algorithms that take advantage of larger, faster, massively parallelized computers. Electronic 

structure methods, such as density functional theory, excel at the characterization of macroscopic 

properties in materials that have yet to be grown. However, predicting synthesizability and operability is 

less straightforward. Temperature, pressure and the stability of competing phases are among the many 

factors that determine whether a material can be made or will exhibit favorable properties under the 

required operating conditions.  

Here we shall review our progress towards developing an approach for designing and discovering novel 

functional oxides for piezoelectric applications. The focus will be on the use of first principles 

calculations to predict materials with enhanced properties that can be synthesized and remain active 

under device relevant conditions. The working hypothesis is that a comprehensive understanding of 

stability with respect to oxide impurity phases will facilitate the prediction-to-synthesis process. The 

standard model has been to (1) use computation to predict materials properties and then (2) to attempt 

to grow the most promising materials. The potential for discovering materials in this manner is great. 

However, materials predicted by theory/computation are often either difficult to synthesize, requiring 

extreme conditions such as high temperatures and pressures, or are simply unstable and thus segregate 

into secondary phases. Experimental feedback can be used to train the computational sets, but this is 

time consuming and can even be quite expensive. A third cornerstone of the prediction-to-synthesis 

triangle should therefore include a theoretical assessment of the phase stability of predicted materials. 

Identification of the energetics of competing phases with different structures and stoichiometries will 

Figure 1(left) Atomic arrangement for a 3BiZnTiO3-3LaZnTiO3-2PbTiO3 (BZT-LZT-PT) supercell. Green and blue polyhedra denote 
Ti and Zn octahedra, respectively. Pink, red and black atoms represent Bi, La and Pb, respectively. (right) BZT-LZT-PT ternary 
diagrams for (a) |P| and (b) P∙[001]. For the P∙[001] ternary diagram, the red, yellow and green regions indicate areas that are 
tetragonal, monoclinic and rhombohedral, respectively. The blue regions have little or no polarization. Black squares denote 
the compositions modeled. The dashed diamond defines the predicted optimal piezoelectric. 



not only give a clear understanding of which structure is the ground state, but may give insight into 

which routes need to be taken to prepare the desired material. Similarly, understanding phase transition 

or critical temperatures speak to the usefulness of a material under device relevant conditions. 

Together, this has the potential for reducing the steps needed to get from property predictions to 

experimental realization. Unfortunately, an understanding of the complex energy landscape of many 

materials remains elusive and one of the great challenges in theoretical condensed matter physics 

today.1 

In this presentation, I will present example studies that integrate properties prediction, experimental 

validation and phase stability to develop and build upon chemical concepts to design new materials with 

enhanced properties, in the context of ferroelectrics and piezoelectrics. In particular, I will examine our 

efforts to map out the phase diagram of a Bi based oxide solid solution in order to identify the presence 

of a morphotropic phase boundary (a possible region of high piezoelectric response) that may be 

favorable for experimental synthesis (see Fig.).2,3 Naturally, I will discuss the use and development of 

techniques to treat chemical disorder,4 relative stability of competing phases3 and ferroelectric phase 

transitions.5 Also, I will discuss our efforts to understand the enhanced piezoelectric response observed 

in strained BiFeO3 thin films. Ultimately, we intend to develop a framework through which solid 

solutions of oxides can be routinely studied to give experimentally realizable predictions. Research was 

sponsored by the US DOE, Office of Science, BES, MSED and Early Career Research Programs. 
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First-principles prediction of supertetragonal phases in perovskite
oxide films: the case of BiMnO3
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(b) Materials Research and Technology Department, Luxembourg Institute of Science and

Technology (LIST), 5 avenue des Hauts-Fourneaux, L-4362 Esch/Alzette, Luxembourg

Béa and collaborators[1] reported in 2009 the ferroelectric switching of BiFeO3 films with
giant axial ratio (c/a = 1.23) and monoclinic symmetry grown by pulsed laser deposition
on LaAlO3. First-principles studies had anticipated that similar BiFeO3 structures might
exist[2-4]. Although some of these films have monoclinic symmetry and some have tetragonal
symmetry, they are often called supertetragonal because they are similar. Other synthesized
supertetragonal materials are PbVO3[5], BiCoO3[6], and Bi2ZnTiO6[7]. Before these works,
a first-principles study by Íñiguez, Vanderbilt, and Bellaiche predicted large c/a ratios for
some phases of BiScO3 and BiYO3[8]. Supertetragonal perovskite oxides have the largest
dielectric polarizations known, above 100 µC/cm2.

In this talk I will report our first-principles calculations prediction that BiMnO3 should also
display a supertetragonal structure when grown on a substrate of lattice constant similar to
that of YAlO3. Bulk BiMnO3 and bulk BiFeO3 are very different—the former is a paraelectric
ferromagnet, while the latter is a ferroelectric antiferromagnet. However, our results show
that as compressed or strained epitaxial films these materials show similar properties.

We optimized bulk BiMnO3 structures derived from metastable phases that appear in bulk
BiFeO3[9]. Several of these are also local minima of the bulk BiMnO3 energy surface. The
supertetragonal ones are likely to be stable if grown as films in compressive strains, as it
happens for BiFeO3. At tensile strains, our calculations predict that BiMnO3 crystalizes in a
phase akin to that of BiFeO3 under similar conditions or in bulk. These epitaxial phases show
polarizations of around 100 µC/cm2 and and they are antiferromagnetic (with ferromagnetic
ordering in plane). Some of their properties are shown in the Figure below; a particularity of
the supertetragonal BiMnO3 films is that their band gap is smaller than in most perovskite
oxides. More information about our calculations is given in Ref. [10].
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Figure 1: Properties of BiMnO3 films as a function of the in-plane lattice parameter: (a) energy
relative to the bulk ground state; (b) band gap; (c) magnetic moment of the Mn ions; (d) magnitude
of the total macroscopic polarization; (e) c/a ratio; and (f) Mn–O distances. The four structures
mentioned in the legend of (c) have been considered in their favored magnetic ordering (FM for GS
and A-AFM for the rest). The phase labeled as Taac is supertetragonal with space group Cc; phase
Raac is similar to that of bulk BiFeO3, but also with space group Cc; the p phase is paraelectric
with Pnma space group, a phase that shows up in many perovskite oxides and it is stable in BiFeO3

and BiMnO3 at high pressures; GS labels a phase similar to the ground state of bulk BiMnO3, but
slightly distorted to match the substrate.
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 Silver niobate, AgNbO3, and related materials are attracting attention as parent phases for developing 

lead-free piezoelectric materials to replace lead zirconate titanate (PZT). Soon after the discovery of 

ferroelectric behavior in AgNbO3 at room temperature, well-controlled stoichiometric ceramic samples 

were synthesized and characterized, and it was found that this compound exhibits a large polarization of 

52 μC/cm
2
 with a large electric field induced strain under a high electric field of 220 KV/cm.

1
 However, 

the precise structure of the ferroelectric phase and thus the origin of its ferroelectricity is still not well 

understood. In this study, a possible electric field induced ferroelectric phase transition in AgNbO3 is 

examined using detailed first-principles calculations of the structural changes and stabilities of different 

phases of this compound. As shown in Fig.1, our calculations reveal that under an electric field of 9 

MV/cm along b-axis, the symmetry of the AgNbO3 crystal switches from antiferroelectric Pbcm to 

ferroelectric Pmc21. (Fig.2) The calculated spontaneous polarization (0.61 C/m
2
) under this field 

compares well with the experimental value of 0.52 C/m
2
. After transforming, the structure remains in the 

ferroelectric state even after the electric field is removed, although energetically the structure is 

metastable. As shown in Fig.3, the energy difference between the antiferroelectric Pbcm and ferroelectric 

Pmc21 phases is only +0.5 meV/f.u. and at 40 meV/f.u. the potential energy barrier between them is 

comparable to thermal fluctuation energies, it is possible for these two phases to coexist at temperatures 

well below the paraeletric-antiferroelectric transition temperature (~626 K). Coexistence of the two 

phases can explain the experimentally observed polarization–electric field hysteresis loop better than 

either phase on its own. 

. 

 

  

Fig. 1 Polarization change under electric field along b-axis. Under an electric field of 9 MV/cm 

along b-axis, the symmetry of the AgNbO3 crystal switches from antiferroelectric Pbcm to 

ferroelectric Pmc21. 
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Fig. 2 Crystal structures of AgNbO3: antiferroelectric Pbcm phase and ferroelectric Pmc21 phase. 

The atomic displacements under an electric field are shown. Displacement of the ions by electric 

field induced phase transition reduces the symmetry from Pbcm to Pmc21. 

Fig. 3 Potential surface experienced by AgNbO3 during the ferroelectric phase transition 

from Pbcm to Pmc21 under a finite electric field. 

  



Record-High Ferroelectric Polarization by Spins and Non-Reciprocal Directional 

Dichroism in BiFeO3 
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Intrinsic measurements such 

as neutron scattering and Terahertz-

spectroscopy are powerful tools to 

uncover all the hidden couplings of the 

order parameters such as spin, 

polarization, and lattice and 

consequent multiferroicity. In particular, 

measurements combined with first-principles 

calculations and spin models display synergic 

capabilities to understand microscopic origins of the 

strong couplings and subsequent phenomena.  

First, as a representative case for revealing 

hidden multiferrocities with neutron, we show record-

high spin-driven ferroelectric polarizations in a type-I 

multiferroic BiFeO3. Although BiFeO3 is one of the 

most investigated multiferroics, its magnetoelectric 

couplings are barely understood on an atomic level. By 

combining a first-principles approach with a spin-

cycloid model, we report hidden but huge spin-driven 

polarizations at room temperature in bulk BiFeO3 as in Fig. 

1. One of the ferroelectric polarizations reaches ~3.0 

C/cm2, which is larger than any other spin-driven 

polarization in a bulk material by one order of magnitude 

Fig 2. Spin-driven ferroelectric 
polarizations by (a)Fe (b)Bi 
(c)Fe+Bi (d)oxygen  
from first principles (lines) and 
elastic neutron scattering (dots). 

Fig 1. Huge spin-driven ferroelectric polarization 
and antiferrodistortive rotation by comparing 
ferromagnetic (a) and antiferromagnetic (b) 
ordering from first principles. 



[1] as shown with our results (lines) compared 

to elastic neutron scattering (dots) in Fig. 2. 

The broken inversion symmetries of the R3c 

BiFeO3 induce the strong response of the 

magnetic interactions to an electric field and 

are responsible for the associated huge spin-

driven polarizations. This neutron study 

rekindles the investigation of hidden spin-driven 

ferroelectric polarizations in various type-I 

multiferroics including YMnO3 and BiMnO3, as 

well as BiFeO3, whose macroscopic magneto-

capacitance measurements are critically 

limited.      

Second, we show strong THz non-

reciprocal directional dichroism induced by the 

spin-driven polarizations in bulk BiFeO3. The 

broken inversion symmetries of the R3c structure 

are responsible for the huge spin-driven 

polarizations and subsequent uni-directional 

light propagation at room temperature. Beyond 

the spin-current polarization governed by the 

inverse Dzyaloshinskii-Moriya interaction, 

various spin-current polarizations derived 

from both ferroelectric and antiferrodistortive 

distortions cooperatively produce the strong 

non-reciprocal directional dichroism (Fig. 3) or the 

asymmetry in the absorption of counter-

propagating light in BiFeO3 [2]. Our systematic approach 

can be generally applied to any multiferroic 

material, laying the foundation for exploiting 

optical magnetoelectric effects in the next 

generation of technological devices such as 

optical diodes [3,4]. 

 

[1]  J. H. Lee* and R. Fishman,  

Physical Review Letters 115, 207203 (2015).  

[2] R. Fishman, J. H. Lee*, et al., Physical Review B 92, 094422 (2015). 

[3] I. Kezsmarki, U. Nagel, S. Bordacs, R. S. Fishman, J. H. Lee* et al., Physical Review Letters  

115, 127203 (2015) 

[4] J. H. Lee* and R. Fishman (In review by New Journal of Physics). 

* These works have been collaborated with R. Fishman (ORNL),  I. Kezsmarki (Budapest), U. 
Nagel, T. Room (Tallinn), and S.-W.Cheong (Rutgers).  

Fig 3. (a) The experimental non-reciprocal 
directional dichroism (NDD, ) with static 
magnetic field from 2 to 12 T and oscillating 
electric field along [1,-1, 0]. The predicted NDD 
using spin-current (b) and exchange-striction (c) 
polarizations. All the parameters for spin-driven 
polarizations are calculated from first principles.  



High-throughput first principles search for new ferroelectrics

Kevin F. Garrity∗

Material Measurement Laboratory, National Institute of Standards and Technology, Gaithersburg MD, 20899

(Dated: December 3, 2015)

There has been increasing interest in recent years in discovering both new ferroelectric materials and

new mechanisms for creating switchable polar displacements1–7. Recently discovered ferroelectrics have

already displayed a variety of interesting behaviors that are rare in well-studied perovskite ferroelectrics,

including multiferroelectricity, hyperferroelectricity, semiconducting band gaps, etc. Furthermore, new

ferroelectrics may allow for interfacing ferroelectricity with new compounds. In this work, we perform

a high-throughout first principles search of the inorganic crystal structure database (ICSD) for new

ferroelectrics. We find that the ICSD, which consists of experimentally determined atomic positions and

unit cells, contains many previously synthesized materials which fulfill our requirements as candidate

ferroelectrics.

To identify ferroelectrics, we look for materials which are a) insulating, b) have a polar ground state,

and c) have a higher symmetry reference structure that is close in energy to the polar structure, which

we take as an indication the material is likely to be switchable in an external electric field (see Fig. 1

for examples). Our search consists of two main strategies. The first is to start with a known non-

polar structure and to look for previously unrecognized energy-lowering polar distortions. We do this

in steps by first performing a Γ-point phonon calculation and looking for unstable polar modes. For

materials with such an instability, we then search for the ground state structure by performing a full

phonon calculation, freezing in combinations of unstable modes, and relaxing. If the lowest energy

structure is polar, the material is a candidate ferroelectric. The second search strategy consists of

starting with a known polar material and using symmetry analysis to identify possible related higher-

symmetry structures. We then calculate the energy difference between the polar and new structure, and

if the difference is small, the material is likely switchable.

As shown in table I, both of our search strategies have produced several candidate structures with

Non-polar Polar 

PbAl2O4 SrNb6O16 

Non-polar Polar 

FIG. 1: Polar and non-polar structures of PbAl2O4 (left) and SrNb6O16 (right). The large atoms are Pb/Sr,

the medium atoms are Al/Nb, and the smallest atoms are O.
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Composition High Sym. Polar Energy Diff. Polarization

Space Grp. Space Grp. (meV/atom) C/m2

SrNb6O16 38 8 5.5 0.07

NaNb6O16F 38 5 9.5 0.06

RbCa2Nb3O10 123 7 46.6 0.23

BaBi2Ta2O9 139 4 15.7 −
LiScAs2O7 5 1 1.6 0.07

YSF 194 186 11 0.01

CuBiW2O8 2 1 0.3 0.06

PbGa2O4 190 40 108 0.23

PbAl2O4 190 40 75 −
LiV2O5 59 31 0.4 0.09

NaVO2F2 11 4 0.3 0.18

SbW2O6 14 4 4.4 0.21

V2MoO8 65 35 83.8 1.08

Zn2BrN 64 33 1.3 0.014

Zn2ClN 62 33 2.4 0.015

AlAgO2 62 33 71 0.002

TABLE I: Data on candidate ferroelectrics, found by starting from high symmetry (top) and low symmetry

(bottom) structures. The second and third columns are space groups of the high and low symmetry structures,

column four is the energy difference in meV/atom, and the last column is the polarization in C/m2.

energy differences which are in the range of known switchable ferroelectrics like PbTiO3 (≈20 meV/atom)

and Ca3Ti2O7 (≈100 meV/atom), indicating that they may be switchable. In addition, we find a

variety of interesting behaviors, the analysis of which is ongoing. These behaviors include possible

hyperferroelectrics, weak ferroelectrics, multiferroics, and materials with large polarization.

∗ Electronic address: kevin.garrity@nist.gov
1 J. W. Bennett, K. F. Garrity, K. M. Rabe, and D. Vanderbilt, Phys. Rev. Lett. 109, 167602 (2012).
2 J. W. Bennett, K. F. Garrity, K. M. Rabe, and D. Vanderbilt, Phys. Rev. Lett. 110, 017603 (2013).
3 K. F. Garrity, K. M. Rabe, and D. Vanderbilt, Phys. Rev. Lett. 112, 127601 (2014).
4 N. A. Benedek and C. J. Fennie, Phys. Rev. Lett. 106, 107204 (2011).
5 C. J. Fennie and K. M. Rabe, Physical Review B 72, 100103 (2005).
6 N. A. Benedek, Inorganic Chemistry 53, 3769 (2014), pMID: 24678981.
7 J. W. Bennett, Phys. Proc. 34, 14 (2012).



Efficient Computation of Spontaneous Polarization Using

Wannier Center Displacements

John R. Bonini, Oscar Paz, David Vanderbilt, Karin M. Rabe

Department of Physics and Astronomy

Rutgers University, Piscataway, NJ 08854

The materials genome initiative has motivated the development of high-throughput meth-

ods for screening large families of underdeveloped materials for exceptional properties using

first principles methods. The discovery of new ferroelectrics is amenable to this approach

as we can compute the spontaneous polarization which characterizes a ferroelectric.1 The

Modern Theory of Polarization has rigorously defined the spontaneous polarization of a crys-

talline solid as the difference in the ’formal polarization’ between the polar structure and a

centrosymmetric reference structure. An important subtlety arises from the fact that due

to the periodicity of the crystal structure the formal polarization is a multivalued lattice

quantity defined modulo a ’polarization quantum’.2,4 The aforementioned change in the for-

mal polarization then must be computed with both formal polarization values on the same

branch of this ’polarization lattice’. The standard approach to resolving ambiguities stem-

ming from this branch choice has been to calculate the (formal) polarization for a number of

structures along the deformation path between the centrosymmetric and polar structures.3

In this work we outline a symmetry based method to obtain the spontaneous polarization us-

ing only one self-consistent calculation by inferring the displacements of individual Wannier

centers between oppositely polarized states.

1



Material PStandard(C/m2) PNewmethod(C/m2)

BaTiO3 0.34 0.34

PbTiO3 0.95 0.95

KNbO3 0.39 0.39

LiBeSb 0.51 0.56

LiBeP 0.77 0.77

BN 2.13 2.15

TABLE I. Results comparing values of Pspontaneous computed two different ways. PStandard was

found using calculations at intermediate steps along the deformation path from the centrosymmetric

structure. PNewmethod was found using a single self consistent calculation.

FIG. 1. Up and Down polar states of an LiGaGe structure. Black balls represent Wannier Centers.

The correct branch choice in the computation of the spontaneous polarization corresponds to a

smooth evolution of the Wannier centers as the material switches between these two states.

1 Bennett, J. W., and K. M. Rabe (2012), Journal of Solid State Chemistry 195, 21 , polar

Inorganic Materials: Design Strategies and Functional Properties.

2 King-Smith, R. D., and D. Vanderbilt (1993), Phys. Rev. B 47, 1651.

3 Spaldin, N. A. (2012), Journal of Solid State Chemistry 195, 2 , polar Inorganic Materials:

Design Strategies and Functional Properties.

4 Vanderbilt, D., and R. D. King-Smith (1993), Phys. Rev. B 48, 4442.
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Accurate Geometric and Energetic Properties of Ferroelectrics and Related 

Materials from an Efficient Density Functional  

Jianwei Sun1, Yubo Zhang1, John P. Perdew1,2, and Xifan Wu1   
1Department of Physics, 2Department of Chemistry, Temple University, Philadelphia, PA 

19122, USA 

The first-principles approach based on density functional theory (DFT) plays an 

important role in studies of ferroelectrics and related materials. It is used to study the 

microscopic origins and mechanisms of properties of these materials [1]. Recent years 

have also witnessed the trend to rationally design materials with the desired ferroelectric 

and related properties by DFT [2]. Although DFT is exact in principle for the ground 

state total energy of a system of electrons under a multiplicative external potential, its 

applications are limited by the accuracy and efficiency of practical approximations to its 

exchange-correlation energy (𝐸𝑥𝑐).  
The local density approximation (LDA) [3] and the Perdew-Burke-Enzerhof 

(PBE) generalized gradient approximation (GGA) [4] are the two most widely-used 

approximations in solid studies due to their efficiency and reasonable accuracy (e.g., 

typical errors are usually 1-2% in lattice constants). However, even such small errors 

cannot be tolerated in studies of ferroelectric materials because the spontaneous electric 

polarization due to structural instabilities there is extremely sensitive to their structures. 

This motivates the developments of GGAs for solids [5-7], pioneered by Wu and Cohen 

[5]. To further improve the accuracy, Bilc et al. [8] hybridized the WC GGA with the 

nonlocal exact exchange energy, which however deteriorates the efficiency dramatically. 

B1WC was designed by mixing 16% of exact exchange energy with 84% of WC GGA 

exchange to fit the properties of BaTiO3, a prototypical ferroelectric material. 

A promising yet less studied type of functional is meta-GGA. In addition to the 

electron density and its gradient that are used in GGAs, it includes the electron kinetic 

energy density as an input to model 𝐸𝑥𝑐, and therefore is still semilocal and efficient in 

computation. The inclusion enables meta-GGAs to recognize and accordingly treat 

different chemical bonds (e.g., covalent, metallic, and even weak bonds), which no LDA 

or GGA can [9]. The non-empirical strongly constrained and appropriately normed 

(SCAN) meta-GGA [10] satisfies all 17 exact constraints appropriate to a meta-GGA, 

and is appropriately normed on or fitted to systems for which semilocal functionals can 

be exact or nearly-exact. Although SCAN uses no bonded information in its construction, 

it shows excellent accuracy for diversely-bonded systems (including covalent, metallic, 

ionic, hydrogen, and van der Waals bonds) and thus displays genuine non-empirical 

predictive power [11]. 

We demonstrate the accuracy of SCAN on geometric and energetic properties of 

ferroelectric materials with the prototypical BaTiO3 and PbTiO3. Interactions between 

ionic species there are primarily electrostatic in origin, but also have a significant 

component of vdW interactions among highly-polarizable negative ions, which makes the 

description of such systems challenging. PBE, for example, is particularly poor in its 

description of these materials, as it predicts spurious supertetragonality (too large c/a) in 

BaTiO3 and PbTiO3. Table I shows that B1WC predicts volumes for these two materials 

in excellent agreement with the experimental results, and also very accurate c/a ratios and 

polarizations for BaTiO3 and PbTiO3. On the other hand, the more commonly used HSE 

hybrid GGA [12] inherits the spurious supertetragonality for BaTiO3 and PbTiO3 from its 



parent PBE GGA [4] (although less severely), and predicts too large polarizations. SCAN 

is overall almost comparable to the computationally expensive B1WC, and much better 

than PBE for the above properties. The SCAN energy differences between the cubic and 

tetragonal phases are much closer to the B1WC values than either LDA, PBE, or even 

HSE. More discussions on band gaps of ferroelectric materials and magnetic properties of 

multiferroic materials will be given. These results show that SCAN matches or improves 

upon the accuracy of a computationally expensive hybrid functional for ferroelectric and 

related materials, at almost-GGA cost. 

 

 Table I. Properties of prototypical ferroelectric (BaTiO3 and PbTiO3) materials predicted 

by LDA, PBE, SCAN, and hybrid GGAs. The B1WC hybrid GGA21 designed for 

ferroelectric materials is used as the reference in the second last columns. V (Å3) is the 

volume, c/a the ratio of the lattice constants c and a, and Ps (𝐶/𝑚2) the polarization of 

the tetragonal phases. ∆𝐸(meV/cell) is the total energy difference between the cubic and 

tetragonal phases. The B1WC and experimental results for BaTiO3 and PbTiO3 are from 

Ref. 8. 
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systems Property LDA PBE  HSE SCAN B1WC Expt. 

BaTiO3 V  62.1 67.5 64.5 65.1 63.2 64.0 

 c/a 1.011 1.054 1.039 1.029 1.015 1.010 

 Ps  0.24 0.47 0.41 0.35 0.28 0.27 

 ∆𝐸 5.0 56.1 53.8 25.1 24 - 

PbTiO3 V  60.4 70.4 65.2 64.9 62.4 62.6 

 c/a 1.045 1.239 1.158 1.122 1.097 1.071 

 Ps  0.80 1.26 1.14 1.06 1.03 0.5~1.00 

 ∆𝐸 58.1 204.8 194.1 122.7 110.6 - 

http://arxiv.org/abs/1511.01089


 



 
 

Tuesday’s Abstracts 



Understanding the dynamics of ferroelectric domain walls with molecular 
dynamics simulations 
 

Shi Liu 
Geophysical Laboratory, Carnegie Institution for Science, Washington D.C. 20015, USA 
 
Ferroelectric materials possess switchable macroscopic polarization. In many cases, 
ferroelectrics adopt a multi-domain state where domains with polarization uniformly 
oriented in one direction are bounded by domains with polarization pointing in other 
directions. The interface separating regions of different polarities is called the domain 
wall. The internal structure and the motion of domain walls in ferroelectric materials can 
have a profound influence on the dielectric, piezoelectric, pyroelectric, and electronic 
properties of ferroelectrics. The ability to manipulate domain walls with an external 
stimulus offers a powerful paradigm for novel device engineering at the nanoscale. 
 
Despite intense studies of domain walls, achieving controlled material design and device 
optimization for ferroelectrics remains a significant challenge, due to the lack of a 
microscopic and universal understanding of the mechanism of domain wall motion. 
Experimentally, the observed dynamics of domain walls are usually explained as the 
behavior of an elastic interface pinned by a random potential generated by defects, which 
appear to be strongly sample-dependent. Theoretically, it is difficult to connect 0 K first-
principles-based microscopic quantities (e.g., domain wall energy) to finite-temperature 
macroscopic properties (e.g., coercive field) that are critical for material design and 
device performance. Molecular dynamics (MD) simulation is a powerful tool to examine 
the dynamics of complex nanoscale events at finite temperature, allowing direct 
comparison between theory and experiments.  
 
We investigate the nature of switching in PbZr0.2Ti0.8O3 thin films with a combination of 
thin film epitaxy, macro- and nanoscale property and switching characterization, and MD 
simulations. Differences are demonstrated between (001)-/(101)- and (111)-oriented 
films, with the latter exhibiting complex, nano-twined ferroelectric domain structures 
with high densities of 90º domain walls and broadened switching characteristics. Our MD 
simulations predict both 180º ferroelectric and 90º ferroelastic switching and these 
processes are subsequently observed in stroboscopic piezoresponse force microscopy. 
These observations provide insight into a previously unexplored aspect of ferroelectric 
switching in thin films and highlight the complexity of these materials. Such results have 
implications for our understanding of ferroelectric switching and offer opportunities to 
change domain reversal speed and potentially lead to interesting multi-state devices. 
 
For many years, the Miller-Weinreich (MW) model of nucleation on the domain wall has 
been considered to be correct and has been parameterized with domain wall energies that 
allowed the fitting of the electric-field/domain-wall-velocity relationships in many 
experiments. However, first-principles calculations of domain wall energy per unit area 
were dramatically higher than the fit values, and conversely, inserting the accurate 
calculated values into the MW model gave velocities dramatically lower than 
experimentally observed. Previous theoretical studies on 180º domain wall motion reveal 



that the critical nucleus is a diffuse beveled square instead of a tall narrow sharp triangle 
assumed by MW. However, the mechanism of domain wall motion on 90º walls is not as 
well understood, and the relationship between the 180º and 90º wall motion has not been 
discussed. Taking the 90º domain walls in PbTiO3 as an example, we explore the intrinsic 
ferroelectric response of domain walls in MD simulations under a wide range of 
temperatures and electric fields. We find the experimentally observed pinning/depinning 
behavior has intrinsic origin and can be accounted for even with no material defects. The 
depolarizing energy that was assumed to be the dominant energy term in MW model 
turns out to be neglectable. By mapping non-180º domain walls to a 180º domain wall, 
we propose a simple universal nucleation-and-growth-based analytical model that is able 
to quantify the dynamics of all types of domain walls in various ferroelectrics; this 
enables the prediction of the temperature- and frequency-dependence of coercive fields at 
finite temperature.  
 
At last, we explore the domain structures in organometal halide perovskites, a promising 
solar-cell material for next-generation photovoltaic applications. We find that 
organometal halide perovskites can form both charged and uncharged domain walls, due 
to the flexible orientational order of the organic molecules. The presence of charged 
domain walls will reduce the band gap. We demonstrate that charged domain walls could 
serve as segregated channels for the diffusion of charge carriers.  
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Ferroelectric ultrathin films have shown huge potential for the next generation of emergent 

technologies that aim to develop concepts to integrate and exploit exotic and novel 

phenomena in dimensionally constrained materials. Domain walls in thin films have shown 

promising functionalities through induced electrical and magnetic properties, and unusual 

phases not present in the bulk domain interior. Recent direct observation of so-called 

wandering domain walls in thin films [1] and the ability to control the direction of the domain 

wall normal offer gateways for tuning intrinsic ferroelectric and piezoelectric properties. 

In this work the properties of strained PbTiO3 ultra-thin films (UTF) were studied using 

molecular dynamics implemented in the DL POLY code [2] applying an adiabatic core-shell 

forcefield derived in ref. [3]. Three dimensional periodic boundary conditions were imposed 

so the UTF is continuous and infinite along the pseudocubic [100]p and [010]p directions. A 

100 Å vacuum gap in the growth direction [001]p was used to separate slab-image 

interactions. The initial slab configuration was set to include two ideal Kittel domains. A 

Pertsev (misfit-strain vs temperature) diagram for the PbTiO3 was calculated using this model, 

demonstrating the local behaviour of polarisation with the domains.  

In addition to the previously predicted flux-closure and in-plane domain morphologies [4,5], 

our model predicts an entirely new domain phase at temperatures above the flux-closing 

Landau-Lifshitz stripe domain patterning (cd) but below Tc. Our simulations show that in the 

compressive strain regime, in vicinity of the effective Curie temperature, the homogeneity of 

the stripe cd domains along the in-plane [010]p direction breaks down. This is due to diffuse 

Classical molecular dynamics, with a shell model forcefield, is used to model 
the effects of strain and temperature on domain patterns in a nanofilm of 
PbTiO3 under open circuit boundary conditions. Using the model on PbTiO3 
and experimental Piezo Force Microscopy on BaTiO3, a new high 
temperature nanobubble domain pattern is revealed near Tc. The new 
domain morphology is shown to be caused by domain wall wandering in 
flux-closure domains near the Curie temperature under compressive strain. 



nucleation and growth of the reverse domain on the domain walls, shown previously as a 

growth mechanism in bulk prototypical systems under an activation field using a Landau-

Ginzburg-Devonshire model [6]. This first presents by the distortion of the 180° domain wall 

alignment with (100) planes, so-called ‘wandering’ [1,4]. Here we observed that with further 

temperature increases leading to polarisation reduction, the degree of the anisotropy 

increases resulting in the domain wall pattern changing from linear stripe domains into the 

bubble domain pattern (Fig. 1). 

We also observed bubble domains in an experimental study of BaTiO3 crystals. Vertical PFM 

data was taken on a thin single crystal of flux-grown BaTiO3. The total thickness of the crystal 

was of the order of 25 μm. After successive cooling and heating through the Curie 

temperature, the PFM surface contrast progressively changed. Initially ferroelastic stripe 

domains were observed evolving to finely spaced bubble patterns of 180° domains with 

polarisation in and out of the surface plane (Fig. 1 a). The observed domain morphology bears 

a striking similarity to the modelled morphology (Fig. 1 b-c). Imaging on a transmission 

polarized optical microscope reveals that the ferroelastic domains remained but were not 

evident in the surface region imaged by PFM. We conclude the observed bubble domains 

were a feature of the skin layer only and representable by our strained UTF model.  
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Figure 1. New ferroelectric domain morphology – nanobubble domains (cb). (a) v-PFM on skin-

layer of 25μm thick BaTiO3 in the tetragonal phase cycled about Tc. (b) Local dipoles of cb 

domains in compressively strained PbTiO3 calculated using a core-shell model forcefield at 

0.8TcFF in a 26x26x10 unit cell supercell. Only dipoles with Pz>0 plotted for clarity leaving voids 

where Pz<0. Out of plane contour map of the polarisation in the centre of the simulated 

ultrathin film showing remarkable agreement with the skin layer experiment. 



Experimental evidences of defects stabilized by neutral domain walls 
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Since the 80’s, studies of the interaction of charge defects and ferroelectric domain walls have 

focused on pinning-depinning mechanisms [1-3] and their influence on polarization fatigue [2-3]. 

More recently, this topic has received a renewed interest due to the emerging field of so-called 

domain wall nanoelectronics [4], which hold the promise of using the distinct functional properties of 

domain walls in electronic devices. Within this context, the crucial role of defects in the electrical 

conductivity of domain walls has been amply pointed out. For instance, in the case of multiferroic 

BiFeO3, defects and specifically oxygen vacancies are proposed to play an important role in the 

conduction at the walls [5-7]. In Pb(Zr,Ti)O3 thin films, it has been argued that defect segregation 

could explain conduction at domain walls via hopping between trapped states [8]. However, direct 

experimental evidences of the accumulation of defects at domain walls are rare [9].  

We used Raman spectroscopy to investigate the interaction between domain walls and defects in 

lithium niobate (LiNbO3) [10].  

Figure 1 shows the evolution of the frequency of three Raman modes for line-scans across a domain 

wall in samples doped with magnesium. The frequency shift for E(TO1) and E(TO8) at the domain wall 

is negative below 5% of magnesium but positive above 5%, while it is always positive for A1(LO4) and 

nearly independent on the amount of magnesium. 

 

 

Figure 1 (a) Peak position of E(TO1) across a domain wall after annealing. (b) Peak shifts at the 
domain wall. 

 

It is clear that an intrinsic electric field alone cannot account for all the observations since it would 

not explain the doping-dependence of the frequency shifts of the E modes. On the other hand, 

detailed examination shows that the frequency pattern at the domain wall differs from the signature 

of polar defects as observed in the bulk, notably because the doping-dependence is different. This 

can be understood in two ways: (1) the frequency shifts observed involve a combination of effects 



resulting from the defect structure and the electric (strain) field in the vicinity of the wall or (2) new 

defect structures have been stabilized at domain walls. 

In order to get a better understanding of the defects evidenced by Raman spectroscopy 

measurements, we performed dielectric measurements on periodically poled single crystals – with 

high domain wall densities - and on monodomain single crystals [11]. In both cases, a relaxation can 

be observed, revealed by a peak in the imaginary part of permittivity with a maximum near 10 kHz. 

Figure 2 details the temperature evolution of the peak in the periodically poled single crystals. Its 

position is nearly temperature-independent. This relaxation has a semi-circular shape on a Cole-Cole 

plot. 

The behavior of monodomain and periodically poled samples differ upon annealing. Annealing 

monodomain samples causes the relaxation to vanish, due to a rearrangement of the defect 

structure, particularly the Li vacancies, while the relaxation persists after annealing in periodically 

poled samples. 

 

Figure 2 Imaginary part of the permittivity as a function of the excitation frequency for temperatures 

between 323 K and 448 K (before and after high temperature measurements). 

The relaxation is unlikely to stem from the motion of the domain walls themselves since the coercive 

field in LiNbO3 is very large. The origin of the relaxation is therefore likely to be of electronic nature. 

It would be compatible with the bi-polaron energy of E = 0.27 eV discussed by Schirmer et al. [12] 

provided that the hopping energy is E/2, as usually assumed for (bi-)polarons. We conclude that the 

ferroelectric 180o domain walls stabilize the charged defect structures.  
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In the brain learning is achieved through the ability of synapses to reconfigure the strength by which 
they connect neurons (1) (synaptic plasticity). Artificial hardware with performances emulating those of 
biological systems requires electronic nanosynapses endowed with such plasticity. In promising solid-
state synapses called memristors, conductance can be finely tuned by voltage pulses (2) and set to 
evolve according to a biological learning rule called spike-timing-dependent plasticity (3). Future 
neuromorphic architectures will comprise billions of such nanosynapses (4), which requires a clear 
understanding of the physical mechanisms responsible for plasticity. Here we report on synapses based 
on ferroelectric tunnel junctions (5) comprising ultrathin films of super-tetragonal BiFeO3 (6, 7) (Fig. B). 
We show that spike-timing-dependent plasticity (Figs. C, D) can be harnessed from intrinsically 
inhomogeneous ferroelectric polarization switching. Through combined scanning probe imaging, 
electrical transport experiments, and atomic-scale dynamic simulations, we demonstrate that 
conductance variations can be accurately controlled and modeled by the nucleation-dominated 
switching (8) of domains with opposite polarizations. Our results show that ferroelectric nanosynapses 
learn in a reliable and predictable way, opening the path towards unsupervised learning in spiking neural 
networks. 
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Figure: Artificial synapses based on ferroelectric tunnel junctions. A, Sketch of pre- and post-neurons 
connected by a synapse. The synaptic transmission is modulated by the causality of neuron spikes. B, 
Sketch of the ferroelectric memristor where a ferroelectric tunnel barrier of BFO is sandwiched between a 
bottom electrode of CCMO and a top submicron pillar of Pt/Co. C, Single pulse hysteresis loop of the 
ferroelectric memristor displaying clear voltage thresholds. D, Measurements of spike-timing-dependent 
plasticity in the ferroelectric memristor. Modulation of the device conductance as a function of the time 
difference between pre- and post-synaptic spikes. Seven data sets were collected on the same device 
showing the reproducibility of the effect. 
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Many applications of ferroelectric materials are based on the properties, which are related largely 

to the motion of domain walls under external electric field or stress.  For example, polarization switching 

in ferroelectric random access memory devices proceeds through the domain wall motion. This motion can 

contribute greatly to the piezoelectric response of piezoelectric sensors and actuators and to the dielectric 

constant of capacitor materials. While the static properties of domain walls and their structure on the atomic 

scale are studied extensively, the experimental characterization of domain wall dynamics is a challenging 

task. Accordingly, the underlying mechanisms remain unverified. In particular, while it is commonly 

accepted that domain wall motions can be described by a multi-well energy landscapes, the firm 

experimental confirmation of it is still missing.  

In the present work, we developed the methodology for 

investigating the nanoscale dynamics of  

ferroelectric /ferroelastic   domain walls using the X-ray Photon 

Correlation Spectroscopy (XPCS). This novel technique based on 

analysing the correlation between the speckle patterns (extremely 

detailed scattering patterns of highly coherent X-ray beam) has 

been applied during the last two decades for studying slow 

dynamics in soft matter system (polymers, colloidal gels, 

emulsions etc.) [1]. 

Our XPCS experiment was performed at the coherent 

beam X-ray scattering beamline (P10) of the PETRAIII storage 

ring. The multidomain PbZr0.56Ti0.46O3 single crystal was studied 

in which the transitions were observed (by polarized light 

microscopy) on cooling from paraelectric to macroscopically 

tetragonal and further to monoclinic phase. The coherent beam was 

focused to a 3x5 m2 spot. The speckle patterns were collected with 

2D detector at the angle of ~ 0.5˚ from the exact 100 Bragg position 

during slow (~1 K/min) cooling of the sample from 650 K to 320 

K (Fig.1). To quantify the overall thermally induced speckles 

changes we calculated the correlation coefficients, 𝐶(𝑇1, 𝑇2), 

between all possible pairs of speckle patterns collected at 

temperatures T1 and T2. The results are shown in Fig. 2. 

      Figure 1. Examples of high-

resolution X-ray speckle patterns 

at selected temperatures. 



The correlation spectra, i.e. the set of decay functions 𝐶(𝑇, 𝑇 + Δ𝑇) vs T were further considered. 

We proposed the algorithm of the deconvolution of the spectra based on the statistical analysis that allows 

to distinguish the domain wall and the lattice strain dynamics and resolve the spectra into constituent 

contributions of various modes of domain wall motion.   Fundamentally different behaviors are found in 

monoclinic and tetragonal phases. In the 

tetragonal phase, where temperature-induced 

displacements of walls is not expected, the 

Gaussian statistics is found, while in the 

monoclinic phase, where the domain walls should 

change the position with temperature, the 

statistics is of Poisson type and, therefore, C is a 

discreet variable.  This is consistent with stop-

and-go motions (jerks) arising from the complex 

interaction between domain walls and randomly 

distributed obstacles (pinning centres). 

To characterize the correlation decay 

quantitatively the modified compressed 

exponential function was proposed:  

   

 

 

which differs from the function used previously by 

the presence of the term ET. Different modes of 

domain wall motion can be characterized by 

different parameters  E, E1,  (Fig. 3). The 

expressions were derived relating the measured 

parameters with the microscopic characteristics of 

domain wall motion. 

 Our results also suggest that (in contrast to some 

previous reports) the regions of monoclinic 

symmetry are absent in tetragonal phase of PZT as 

the temperature-induced domain wall 

displacements would have been observed in a phase 

of monoclinic symmetry. 
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Figure 2 . The false-color map of the correlation 

matrix. The correlation coefficients 𝑪(𝑻𝟏, 𝑻𝟐) 
between pairs of speckle patterns, collected at the 

temperatures T1 and T2 
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Abstract 
Pb(Zr1-xTix)O3 (PZT) ceramics are the most extensively used piezoelectric materials owing to 
their good piezoelectric and electromechanical properties near the morphotropic phase boundary 
(MPB). However, the microstructures of this class of materials and the atomistic phenomena that 
cause the outstanding performance have not been thoroughly understood yet. Therefore, it is of 
particular interest to grow single crystals of PZT, which are not only necessary for thorough 
characterization of the anisotropic properties of this system, but also are expected to exhibit 
superior piezo-/ferroelectric performance over their ceramic counterparts. 

In this work, single crystals of PbZr0.46Ti0.54O3 (PZT46/54) were grown by a top-seeded solution 
growth method. X-ray diffraction analysis indicates that the single crystals have a tetragonal 
symmetry. However, the analysis of domain structure by polarized light microscopy (PLM) 
reveals that the (001)cub platelet of the tetragonal crystal behaves like cubic, showing extinction 
at any positions under crossed polarizers [Figures 1(a) and 1(b)]. On the other hand, the (011)cub 
platelet exhibits birefringence with extinction at 0°/90° to the <100>cub direction [Figures 1(c) 
and 1(d)], which is consistent with the optical behavior of a tetragonal symmetry.  

  

Figure 1. Room temperature PLM images of a (001)cub (a, b) and a (011)cub (c, d) PZT46/54 platelets with different 
polarizer/analyzer configurations: (a) and (c) are parallel to the <010>cub direction; (b) and (d) are at 45° to the <010>cub direction. 
The inserted photos in (a) and (b) were taken with a sensitive tint plate (λ = 530nm) placed between the sample and analyzer. 



This discrepancy is attributed to the presence of differently oriented miniaturized domains or 
nanodomains. The arrangements of these domains compensate almost completely, in other words, 
the overall birefringence Δn = ∑ne - ∑no ≈ 0, when measured on the (001)cub platelet.  Therefore, 
the platelet behaves like an isotropic crystal. In the case of a (011)cub-cut platelet, the 
compensation is not completed due to the different orientations and shapes of the indicatrix 
sections of domains. Therefore, relation Δn = ∑ne - ∑no ≠ 0 is satisfied, and relatively small 
residual birefringence could be observed.   

In addition, square-shaped domains with edges oriented in <110> cub direction are observed by 
PLM when an external dc electric field is applied along <100>cub direction (Figure 2). They are 
confirmed to be 180° ferroelectric domains with an average size of 12 μm by piezoresponse 
force microscopy (PFM) analysis. The interpretation of these domains is referred to the 
nucleation and growth of 180° flux-closure state in the crystal. A circular 180° flux-closure 
domain is first nucleated in the tetragonal nanodomain state [Figure 3(a)]. The circular flux-
closure domain grows into a large one. The growth velocity along <100>cub is faster than 
that of <110>cub direction [Figure 3(b)]. Therefore, the newly formed domain ends up as a 
square with edges oriented in <110>cub direction [Figure 3(c)]. Furthermore, a monoclinic (MC) 
phase is induced in the tetragonal nanodomains by application of an electric field.  

 

Figure 2. PLM images obtained before (a) and after (b) applying external electric field. 

 

Figure 3. Schematic showing the formation of square-shaped ferroelectric domains: (a) a circular flux-closure is nucleated; (b) 
the domain wall expands through side-wall motion; (c) a square-shaped domain formed due to the different velocity along 
<100>cub and <110>cub directions. 
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The search for alternative solid-state refrigeration materials to hazardous gases in conventional and 

cryogenic cooling devices is a very active field of condensed matter [1]. The use of phase transitions is 
a powerful tool to achieve giant caloric effects in ferroic materials in which magnetization, 
polarization, strain and/or volume can be strongly tuned under a moderate external stimulus. 
Here, we explore various strategies using ferroelectrics to reveal their potentialities as solid 
state coolers. By using Landau-based phenomenological calculations, we will briefly show the 
elasto- and electro-caloric properties of the model and ecofriendly BaTiO3 that we studied in 
details including bulk and thin film form, the role of the external uniaxial stress, electric field, 
substrate, film thickness and electrodes [2-8]. Specifically, we will show that ferroelectrics are 
natural multicaloric materials in which both giant elasto- and electro-caloric responses can be 
achieved near room temperature and that the 2nd-order nature of transitions can be beneficial. 



We also investigated how multiphase points composition can be used to enhance electrocaloric 
effects [9,10]. Moreover, in addition to conventional electrocaloric effect, we show that 
negative effect can be also generated efficiently and thus used as a supplemental tool for 
designing enhanced caloric responses [2, 11]. Finally, we will also discuss the effect of dual 
stimuli in ferroelectric/magnetic system with the goal to suppress the detrimental hysteresis 
losses due to 1st order nature of the phase transitions [12]. 
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I. ABSTRACT

Caloric effects in functional materials are presently under intense investigation owing to both the discoveries of giant
caloric effects in several ferroics [1] and their technological promise for solid state refrigeration. They are defined by
either an adiabatic temperature change or by an isothermal entropy change upon application of an external field such
as an electric or stress field. In this study we examine the piezocaloric effect (PCE) in antiferroelectric PbZrO3. The
aims of this work are as follows: (i) to predict the (co)existence of large positive and negative PCE in antiferroelectric
PbZrO3; (ii) to reveal the intrinsic features and atomistic origin of the effect; (iii) to report a high tunability of the
PCE by an applied stress, and how it may improve the refrigeration cycle; (iv) to propose an experimental setup to
demonstrate the PCE.

In this study, bulk PbZrO3 is simulated using a 16x16x16 supercell periodic along the three Cartesian directions. The
total energy of the supercell is given by the first-principles-based effective Hamiltonian of Ref. [2]. The Hamiltonian
correctly reproduces many of the electrical and thermodynamical properties of PbZrO3 [2]. In particular, it accurately
predicts the antiferroelectric phase transition and the dipole pattern associated with it, electric hysteresis loops, and
the PbZrO3 behavior under pressure.

Before PCE computations were carried out, the simulated sample was annealed from 1200 K to 5 K in steps of 5 K
using the Metropolis Monte Carlo (MC) simulations. PCE simulations were carried out on equilibrated samples using
the adiabatic MC approach proposed in Ref. [3]; that is, the caloric change in temperature is computed during the
application or removal of the stress field under adiabatic conditions. Technically, the normal uniaxial stress field, σ,
in the range of -2 GPa to 2 GPa was simulated. The stress field was chosen to act either on [100], or [010], or [001]
crystallographic planes. In each of our simulations, the stress field was slowly applied and then removed at a rate of
2 kPa per MC sweep. We computed the temperature and structural properties at each MC sweep and averaged them
over 10,000 MC sweeps.

Our computations predict that the stress has a pronounced effect on the magnitude of all order parameters as
well as the Curie point. In particular, we find that in the antiferroelectric phase, both the antiferroelectric and
antiferrodistortive order parameters are weakened under tensile stress and strengthened under compressive stress.
The same observation is true for the strain along the orthorhombic c-axis. Consequently, the Curie point is lowered
under tensile stress and raised under compressive stress. Such sensitivity of the structure to the external stress is
suggestive of a strong piezocaloric response which relies on the possibility to influence the structural order by the
applied stress.
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FIG. 1: Dependence of the piezocaloric ∆T on the temperature. Vertical lines indicate computational transition temperatures.

Figure 1 gives the computational data for the piezocaloric ∆T as a function of temperature. The largest values of the
PCE are near the Curie point. Also notice that below the Curie temperature, the sign of the PCE ∆T for compressive
and tensile stress are opposite of each other. This suggests that the nature of the stress uniquely determines the sign
of the piezocaloric ∆T . The robustness of the effect in a very wide range of temperatures is attractive for potential
applications.

We have also estimated the piezocaloric ∆T from the Maxwell relation equation ∆T = −
∫ σ
0

T
cρ ( ∂η∂T )σdσ (the indirect

approach), where T is the initial temperature, c is the specific heat under constant stress, and ρ is the density. The



2

results are given in figure 2. We notice that this method substantially underestimates the piezocaloric ∆T at the
Curie point as it does not take into account the entropy change at the first-order phase transition.
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FIG. 2: Dependence of the piezocaloric ∆T on the temperature computed using the indirect approach. Vertical lines indicate
computational transition temperatures.

In figure 3, we propose an experimental setup to achieve the required compressive and tensile stresses experimentally.
In such a setup, a thin layer of PbZrO3 is deposited on top of a substrate. Bending of the substrate creates tensile or
compressive stress in the PbZrO3 layer. From the mechanics of beam bending we estimate that achieving 1 GPa of
compressive or tensile stress in a micron thick PbZrO3 film deposited on a few micron thick SrTiO3 substrate requires
a bending radius of 45 microns.

In summary, we studied the intrinsic PCE in an antiferroelectric PbZrO3 sample using the first-principles-based
effective Hamiltonian approach. Our computations predict the existence of a very large PCE when the external stress
acts along the orthorhombic c-axis. The coexistence of both the positive and negative PCE in the same material is
very attractive for potential application, as it allows enhancement of the overall caloric response.

Financial support for this work provided by the National Science Foundation Grant No. DMR-1250492.

FIG. 3: Schematic view of the bending setup for experimental demonstration of the PCE. The red and blue colors schematically
indicate tensile and compressive stresses. respectively, that develop in the structure upon bending.
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A rapidly increasing proportion of electricity comes from renewable resources; however, the intermittent 

nature of some primary sources (e.g., wind, solar energy etc.[1]) throws a challenge on maintaining the 

balance between production and demand. Storing the energy temporarily or for a prolonged period of time 

composes one indispensable solution, but most of the available technologies, e.g., compressed air, pumped 

hydro, or even advanced batteries lack the ability to respond fast enough (less than a second). High-power 

energy storage systems, in particular the electrostatic capacitors with response time on millisecond scale or 

less, is uniquely suitable for effectively managing the energy resources with dramatic fluctuations.[2][3] 

 

In fact, storage applications using 

electrostatic capacitors are largely 

absent due to their relatively low 

energy densities. Continuous 

efforts have been devoted to find 

new materials with high energy 

density, and antiferroelectrics 

(AFE) are especially promising 

because of their characteristic 

polarization-electric field (P-E) 

double hysteresis loops (Figure 

1a).[4] Large energy density of 

about 50 J cm-3 has been achieved 

in PbZrO3-based films,[5][6][7] but 

more attention is directed to the environmentally friendly lead-free systems. [8][9][10][11] Among them, the 

(Bi1/2Na1/2)0.9118La0.02Ba0.0582(Ti0.97Zr0.03)O3 (BNLBTZ) epitaxial relaxor thin film can reach an energy 

density of 154 J cm-3,[10] i.e., comparable to that of good electrochemical supercapacitors;[12] however, 

despite the complexity in composition, the performance relies on the coexistence of 

ferroelectric/antiferroelectric (FE/AFE) phases near the morphotropic phase boundary, which is relatively 

sensitive to the change of composition and temperature. A much simpler and more robust system (AFE 

HfxZr1-xO2 thin films) has been reported by Park et al. recently,[11] but the energy storage density is about 

five times lower than that of BNLBTZ. 

 

It is therefore of great interest to generalize the characteristics about how to achieve high energy-storage 

performance. We rationalize the basic principles that can lead to high energy density and efficiency of a 

common AFE structure, i.e., the Pnma phase, and demonstrate with a novel material for energy storage, 

i.e., rare-earth substituted BiFeO3 (BRFO), which is an excellent example as it provides good flexibility for 

tuning the energy landscape by composition and polymorphs depending on the E-field orientations. By 

conducting simulations using a newly-developed effective Hamiltonian[13], we find this system very 

promising for its energy storage performance, temperature stability and chemical simplicity. The storage 

Figure 1. Schematic illustrations. (a) The definition of stored energy density 

and energy loss from the AFE P-E hysteresis loop; (b) the energetic path and 

barriers connecting the AFE and FE phases with increasing E-field. 



ability is expected to be achievable for a variety of 

rare-earth elements, and we predict that Bi1-

xNdxFeO3 (BNFO) has an energy density higher 

than 250 J cm-3 for x>0.3 and a maximum electric 

field of 6.5 MV cm-1 (note that such field was 

achieved in BFO thin films experimentally[14]) and 

at the same time good efficiency (75-94%). The 

dependence of storage properties on the 

composition, E-field orientation, temperature, and 

strain are studied in details. 
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Among advanced materials for clean energy, non-stoichiometric BaxSr1−xCo1−yFeyO3−δ 

(BSCF) and LaxSr1−xCo1−yFeyO3−δ (LSCF)  are considered as promising materials for 

cathodes in solid oxide fuel cells (SOFC) and oxygen permeation membranes [1-3]. 

BSCF exhibits the best oxygen exchange performance among similar materials, mixed 

ionic and electronic conductivity, high oxygen vacancy concentration, and low oxygen 

diffusion activation barrier, which largely define the oxygen reduction kinetics. However, 

it tends to decompose at low temperatures into a mixture of cubic and hexagonal 

perovskite phases, which strongly affects its practical applications. 

 To understand the mechanism(s) of this unwanted process, the first principles quantum 

mechanical calculations of BSCF and LSCF crystals with different non-stoichiometry and 

Frenkel/Schottky defects were performed and possible decomposition scenarios were 

studied [3,4]. It is shown that interstitial oxygen ions form dumbbell configuration with a 

regular host O ions (Fig.1). The formation energies of oxygen vacancies in the cubic and 

hexagonal phases of BSCF differ considerably and also behave in quite different ways 

depending on non-stoichiometry (Fig.2); in fact, it is the oxygen non-stoichiometry that 

makes the cubic phase more stable than the hexagonal phase. In comparison, LSCF is 

shown to be much more stable with respect to both the phase transformation and phase 

decomposition.  

Fig.1. The oxygen hollow (left) and split (right) interstitial configurations, their atomic 

charges (e), and inter-atomic distances (Å) [4]. 

.  



First principles calculations were performed also for a series of related perovskite solid 

solutions with a detailed thermodynamic analysis of the conditions under which a cubic 

phases are stable (Fig. 3) [5], in good agreement with experimental data. 

Figure 2. The lattice structure of a) hexagonal 2H and b) cubic BSCF82 phases, and calculated 

vacancy formation energies c) and d) as a function of oxygen nonstoichiometry  [2]. Different 

energies for the same  reflect variations in cation and vacancy configurations in the supercells.     

Figure 3. Phase diagram of hexagonal/cubic BSCF5582 from thermodynamic modeling [5] based 

on ab inito total energies. The black line (solvus) shows the stability boundary. Blue symbols 

show the stability limit for cubic BSCF82 as extracted from experiments in 0.01-0.2 bar O2. 
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Semiconducting Ferroelectric Photovoltaics 
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In classic solid-state photovoltaic devices photo-generated charges are separated by the field at a 

p-n junction, a dye-sensitizer interface, or a domain boundary, or due to the Dember effect. All 

of these photovoltaic effects have in common the following: an inhomogeneous excitation or 

spatially-inhomogeneous medium; and the photovoltage does not exceed the band gap Eg. The 

bulk photovoltaic effect1,2,3 (BPVE) in non-centrosymmetric crystals is a striking physical 

phenomenon: the photovoltage generated by the BPVE can greatly exceed the band gap Eg, but 

the direct conversion of light energy to electricity is extremely low. Over the past decade, 

photovoltaic effects in polar materials have attracted renewed attention.  Also known as the 

anomalous photovoltaic effect, the BPVE can be observed in crystals which belong to twenty 

point groups lacking a center of inversion symmetry. I will first discuss recent advances in 

understanding the BPVE light-matter interaction, charge carrier separation and energy 

conversion in ferroelectric perovskite oxides. 

  Ferroelectric oxides possess band gaps that are generally far too large to be considered 

for practical photovoltaic solar energy conversion.  Recent efforts focusing on cation substitution 

chemistries promoting generation of Ni2+-O vacancy pairs have been shown to significantly 

increase the long-wavelength visible optical absorption without loss of ferroelectricity, enabling 

a completely new family of visible light-absorbing ferroelectric solid-solution semiconductors.4  

In the second part of my talk I will discuss the structural and ferroelectric phase evolution in the 

bulk ceramic (1-x)KNbO3 - xBa(Ni,Nb)O3-δ solid solution (KBNNO) probed by temperature-

dependent Raman scattering spectroscopy, comparing results to those obtained in end member 

KNbO3.  I will also present and discuss our recent progress in characterizing the electronic 

structure and properties of KBNNO in epitaxial film form grown by physical vapor deposition, 

highlighting challenges and opportunities. 

  Work supported by the ARO under W911NF-14-1-0500 and NSF under DMR 1124696. 
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From	
  soft	
  harmonic	
  phonons	
  to	
  fast	
  relaxational	
  dynamics	
  
in	
  CH3NH3PbBr3:	
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The	
   lead-­‐halide	
   perovskites,	
   including	
   CH3NH3PbBr3,	
   are	
   components	
   in	
   cost	
   effective,	
   highly	
   efficient	
  
photovoltaics,	
  where	
  the	
  interactions	
  of	
  the	
  molecular	
  cations	
  with	
  the	
  inorganic	
  framework	
  are	
  suggested	
  
to	
   influence	
   the	
   electronic	
   and	
   ferroelectric	
   properties.	
   	
   CH3NH3PbBr3	
   undergoes	
   a	
   series	
   of	
   structural	
  
transitions	
  associated	
  with	
  the	
  orientational	
  	
  order	
  of	
  the	
  CH3NH3	
  (methylammonium)	
  molecular	
  cation	
  and	
  
tilting	
   of	
   the	
   PbBr3	
   host	
   framework.	
   	
   We	
   apply	
   high-­‐resolution	
   neutron	
   scattering	
   to	
   study	
   the	
   soft	
  
harmonic	
   phonons	
   associated	
   with	
   these	
   transitions,	
   and	
   find	
   a	
   strong	
   coupling	
   between	
   the	
   PbBr3	
  
framework	
  and	
   the	
  quasistatic	
  CH3NH3	
  dynamics	
   at	
   low	
  energy	
   transfers.	
   	
  At	
  higher	
  energy	
   transfers	
  we	
  
observe	
  a	
  PbBr6	
  octahedra	
  soft	
  mode	
  driving	
  a	
  transition	
  at	
  150	
  K	
  from	
  bound	
  molecular	
  excitations	
  at	
  low	
  
temperatures	
   to	
   relatively	
   fast	
   relaxational	
   excitations	
   that	
   extend	
   up	
   to	
   50-­‐100	
  meV.	
   	
  We	
   suggest	
   that	
  
these	
   temporally	
   overdamped	
  dynamics	
   enables	
   possible	
   indirect	
   band	
   gap	
  processes	
   in	
   these	
  materials	
  
that	
  are	
  related	
  to	
  the	
  enhanced	
  photovoltaic	
  properties.	
  

	
  
Organic-­‐inorganic,	
   hybrid	
   perovskites	
   (OIPs)	
  
are	
   materials	
   based	
   upon	
   an	
   inorganic	
  
perovskite	
   host	
   framework	
   with	
   an	
   organic	
  
molecular	
   cation	
   occupying	
   the	
   interstitial	
  
space.	
   	
   	
   These	
   materials	
   have	
   been	
   studied	
  
for	
  quite	
  some	
  time,	
  but	
  interest	
  has	
  recently	
  
surged	
   owing	
   to	
   their	
   use	
   in	
   photovoltaic	
  
devices	
   and	
   to	
   possible	
   ferroelectricity	
   [1].	
  
While	
   earlier	
   work	
   centered	
   on	
   Sn-­‐based	
  
OIPs	
   as	
   possible	
   sensor	
   materials,	
   recent	
  
interest	
  has	
  been	
   focused	
   towards	
  Pb-­‐based	
  
OIPs,	
   due	
   to	
   their	
   potential	
   advantages	
   in	
  
inexpensive	
   photovoltaic	
   devices,	
   with	
  
efficiencies	
  of	
  the	
  order	
  of	
  20%	
  [2].	
  	
  	
  	
  
	
  
The	
   OIPs	
   are	
   composed	
   of	
   two	
   sublattices	
  
(Fig.	
   1	
   (a)	
   for	
   CH3NH3PbBr3):	
   the	
   inorganic	
  
sublattice,	
  consisting	
  of	
  a	
  fully	
  corner-­‐bonded	
  
framework	
   of	
   octahedra	
   (PbBr6-­‐);	
   and	
   the	
  
organic	
   sublattice	
   consisting	
   of	
   the	
   MA	
  
molecular	
   cation,	
   (CH3NH3

+).	
   	
   At	
   high	
  
temperatures,	
   the	
   structure	
   of	
   CH3NH3PbBr3	
  

is	
  cubic	
  (space	
  group	
  Pm3m),	
  and	
  below	
  235	
  
K	
   has	
   a	
   tetragonal	
   structure	
   in	
   symmetry	
  
I4/mcm.	
   	
   	
   At	
   150	
   K,	
   a	
   transition	
   to	
   an	
  

unknown	
  structure	
  (believed	
  to	
  be	
  incommensurate)	
  occurs	
  followed	
  by	
  further	
  distortion	
  to	
  orthorhombic	
  
(Pnma)	
  at	
  148	
  K.	
  Neutron	
  diffraction	
  measurements	
  have	
  suggested	
  that	
  these	
  transitions	
  originate	
   from	
  
tilting	
   of	
   the	
   PbBr6	
   octahedra	
   and	
   orientational	
   ordering	
   of	
   the	
  MA	
   cation.	
  We	
   note	
   that	
   despite	
  minor	
  
differences	
  in	
  the	
  phase	
  diagrams,	
  for	
  all	
  MAPbX3	
  (X=Cl,Br,I),	
  a	
  transition	
  to	
  an	
  ordered	
  phase,	
  in	
  which	
  the	
  
octahedra	
   are	
   tilted	
   and	
   the	
   MA	
   cations	
   have	
   relatively	
   well-­‐defined	
   orientations,	
   occurs	
   in	
   the	
  
temperature	
  range	
  150-­‐175	
  K	
  [3].	
  	
  
	
  

Figure	
  1:	
  (a)	
  An	
  illustration	
  of	
  the	
  structure.	
  	
  (b)	
  shows	
  the	
  mean-­‐squared	
  
displacement	
  of	
  the	
  H-­‐atoms.	
  (c)	
  plots	
  a	
  quasielastic	
  scan	
  at	
  45	
  K.	
  



The	
  various	
  structural	
  phase	
  transitions	
  as	
  a	
  function	
  of	
  temperature	
  can	
  be	
  seen	
   in	
  Fig.	
  1	
  a)	
  which	
  plots	
  
the	
  average	
  mean	
  squared	
  displacement	
  of	
  the	
  hydrogen	
  ions	
  as	
  a	
  function	
  of	
  temperature.	
  	
  	
  The	
  data	
  was	
  
derived	
   from	
   the	
   incoherent	
   cross	
   section	
  measured	
   on	
   IN10	
   integrating	
   energy	
   transfers	
   of	
   +/-­‐	
   1	
  μeV.	
  	
  
Because	
  the	
  neutron	
  incoherent	
  cross	
  section	
  of	
  hydrogen	
  is	
  over	
  an	
  order	
  of	
  magnitude	
  larger	
  than	
  those	
  
of	
   the	
   non-­‐H	
   atoms,	
   the	
   angular-­‐independent	
   neutron	
   scattering	
   intensity	
   is	
   dominated	
   by	
   H	
   dynamics.	
  	
  
The	
   temperature	
   scans	
   illustrate	
  an	
  onset	
  of	
   fluctuations	
  near	
  50	
  K	
  where	
  dynamic	
  processes	
  enters	
   the	
  
resolution	
  of	
  the	
  IN10	
  spectrometer.	
  	
  With	
  increasing	
  temperature,	
  this	
  is	
  followed	
  by	
  an	
  abrupt	
  change	
  at	
  
the	
   I-­‐-­‐II	
   and	
   II-­‐III	
   structural	
   transitions	
   of	
   148	
   K	
   and	
   154	
   K,	
   respectively,	
   from	
  where	
   the	
  mean-­‐squared	
  
displacement	
  evolves	
  continuously	
  with	
  increasing	
  temperature.	
  

	
  
To	
   study	
   the	
   dynamics	
   of	
   the	
   host	
   PbBr3,	
   we	
  
used	
   the	
   IN4	
   and	
   MARI	
   direct	
   geometry	
  
chopper	
   spectrometers.	
   	
   The	
   results	
   of	
   these	
  
experiments	
   are	
  displayed	
   in	
   Fig.	
   2.	
   	
   Panel	
   (a)	
  
shows	
   the	
   powder	
   averaged	
   spectrum	
  on	
   IN4	
  
as	
   a	
   function	
   of	
   temperature.	
   	
   A	
   distinct	
   soft	
  
mode	
   is	
   seen	
   and	
   highlighted	
   by	
   the	
   filled	
  
points.	
   	
   A	
   plot	
   of	
   the	
   frequency	
   squared	
   as	
   a	
  
function	
  of	
   temperature	
   is	
   shown	
   in	
  panel	
   (d)	
  
illustrating	
   that	
   the	
   soft	
   mode	
   follows	
  
“Cochran’s	
  Law”	
  from	
  50	
  K	
  up	
  to	
  the	
  transition	
  
at	
  150	
  K.	
  	
  A	
  deviation	
  is	
  observed	
  at	
  around	
  50	
  
K	
   where	
   molecular	
   quasistatic	
   dynamics	
   are	
  
onset	
   (Figure	
  1).	
   	
  We	
  associate	
  this	
  soft	
  mode	
  
with	
   the	
   PbBr3	
   framework	
   based	
   upon	
   two	
  
reasons.	
   	
   First,	
   on	
   deuteration	
   the	
   mode	
  
frequency	
   does	
   not	
   shift	
   (panels	
   b-­‐c)	
   and	
  
second,	
   first	
   principles	
   calculations	
   assign	
   this	
  
mode	
  to	
  the	
  framework	
  lattice.	
  	
  	
  	
  
	
  
An	
   interesting	
   observation	
   in	
   Figure	
   2	
   is	
   that	
  
above	
   150	
   K	
   the	
   molecular	
   dynamics	
   cross	
  
over	
   from	
   being	
   quasistatic	
   to	
   being	
  
relaxational	
  with	
  a	
  large	
  energy	
  width.	
  	
  Further	
  
work	
  on	
  MARI	
  finds	
  these	
  quasistatic	
  dynamics	
  
to	
  extend	
  up	
  to	
  50	
  -­‐100	
  meV.	
  
	
  
In	
   summary,	
   we	
   report	
   a	
   neutron	
   inelastic	
  
scattering	
  study	
  of	
   the	
  coupled	
  molecular	
  and	
  
framework	
   dynamics	
   in	
   CH3NH3PbBr3.	
   	
   We	
  
observe	
   quasistatic	
   molecular	
   fluctuations	
  
coupled	
   to	
   a	
   soft	
  mode	
  associated	
  with	
   tilting	
  
of	
  the	
  PbBr3	
  framework.	
  	
  The	
  low-­‐temperature	
  

harmonic	
  fluctuations	
  cross	
  over	
  to	
  fast	
  overdamped	
  relaxational	
  dynamics	
  at	
  higher	
  temperatures.	
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Figure	
  2:	
   (a)	
   displays	
   inelastic	
   scans	
   vs	
   temperature.	
   (b)	
   and	
  (c)	
   show	
  
momentum	
   integrated	
   scans	
   on	
   fully	
   protonated	
   and	
   deuterated	
  
samples.	
   (d)	
   shows	
   the	
   square	
   of	
   the	
   PbBr6	
   octahedra	
   phonon	
  
frequency	
  vs	
  T.	
  



Ferroelectric domains in the presence of molecular orientational
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The hybrid organometallic halide perovskites, well known for their large and growing photovoltaic 

power conversion efficiencies [1,2], display ferroelectric phenomena which is at present still poorly 

understood.  Experiments demonstrate the presence of ferroelectric domains [3], while also reporting 

extensive dynamical disorder of the molecular dipoles [4]. In this work, using first-principles density 

functional theory calculations and large-scale Monte Carlo simulations, we show that partial ordering 

of molecular components gives rise to a relaxor-like state of coexisting finite polarization and 

molecular disorder.   

We show that the emergence of this state is a consequence of short-range hydrogen bonding between 

the molecules and the inorganic PbI3 lattice, and the long-range interactions between molecular dipoles,

two factors unique to the hybrid perovskites. The effects of the hydrogen-halide bonds is two-fold: (i) 

their presence results in a large number local molecular configurations nearly degenerate in energy, and

(ii) they give rise to an intricate effective molecule-molecule interaction mediated by the inorganic PbI3

lattice. We systematically enumerate hydrogen-bonding modes as well as inorganic lattice distortions 

by generating an unbiased first-principles structure-energy database. Statistical analysis and progressive

refinement of this database enables the identification of dominant bonding patterns and PbI3 distortions,

which we find include octahedral rotations and ferrodistortive displacements. Using these insights, we 

deduce a low-energy Hamiltonian to describe these short-range interactions as well as the long-range 

intermolecular dipole interactions. We perform Monte Carlo simulations at experimentally relevant 

length scales, showing the coexistence of ferroelectric domains and glassy behavior.

This work was supported by the Office of Naval Research under grant number N00014-14-1-0761.



FIG. 1: (Clockwise, from top right) Top left: primitive unit cell of MAPbI3, showing
one of the dominant hydrogen-bonding modes in the tetragonal phase. Top right: histogram
of hydrogen-bonding modes as a function of energy. The three most dominant modes are
colored green, blue, and orange. The mode colored in blue is displayed in this figure. Bottom
right: histogram of PbI3 inorganic lattice distortion modes as a function of energy The three
most dominant modes are colored green (pure octahedral tilting), and blue and orange
(ferrodistortive). Bottom right: Comparison of predicted energies of model Hamiltonian
and DFT calculated energies of a number of tetragonal phase structures.
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Attempts to produce polar oxynitrides have mostly been unsuccessful [1,2]. Caracas and 

Cohen explored possible polar ordered oxynitride ABO2N perovskites using a materials by 

design approach[3]. They predicted YSiO2N to have a giant effective spontaneous polarization 

(130 µC/cm
2
) and non-linear optic coefficients. They found the structure to be stable with P4mm 

symmetry (Fig. 1). Using a high-pressure and high-temperature method we have successfully 

synthesized the predicted polar ordered oxynitride.  

We finely grind the 

stoichiometric yttrium nitride (YN) 

and amorphous silica together in an 

argon atmosphere. We loaded the 

fine ground parent material to the diamond anvil cell (DAC) and compressed to 20 GPa and then 

Fig. 1. polar P4mm structure of 
oxynitride perovskites (YSiO2N), 
Where Y, Si, O and N represent by 
green, blue, red and grey balls 
respectively. 

Fig. 2. X-ray diffraction pattern of high-pressure and 
high-temperature synthesized sample at 20 GPa, 2000 
K (blue pattern). Red pattern is the parent material at 
20 GPa before laser heating. The blue vertical line 
corresponds to stishovite and green vertical line 
corresponds to the theoretically predicted YSiO2N 
structure. Insert shows the corresponding CCD image   
of the diffraction lines at 20 GPa. * denotes 
unidentified peak. 



heated using double sided laser heating. The 

sample is analyzed for its structural properties 

and its polar nature. We used the synchrotron X-

ray diffraction (XRD) at the Advanced Photon 

Source beam line 16-IDB for the X-ray studies. 

The diffraction pattern (Fig. 2, blue pattern 

indexed peaks) confirm synthesize of YSiO2N 

predicted by theory and the lattice parameter is 

calculated to be a=3.09 Å and c= 4.25 Å within 

P4mm along with the stishovite peaks. We can 

also see the unreacted YN and an unassigned 

peak along with the synthesized material.  

 We find that YSiO2N formed at 12 GPa 

or above and 1200 K.  The Raman spectra show 

the dominant modes are in good agreement with 

predicted modes by theory along with the 

Coesite modes (Fig. 3). The synthesized 

material is characterized for its inversion 

symmetry by Second Harmonic Generation and 

shows very strong signal thus confirming its polar nature (Fig.4). 

Acknowledgement: This work is supported by ONR and CDAC.  
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Fig. 4. Observation of strong optical second 
harmonic generation of synthesized YSiO2N 
excited by a near IR 1064 nm pulsed laser. 

Fig. 3. Raman spectra of the YSiO2N 
synthesized at high-pressure and high-
temperature method at 12 GPa, 1200 K and 
measured at 3 GPa. 
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In the last 25 years or so, the intensive use and development of first-principle-based methods have 
led to a better knowledge of ferroelectrics and related materials. However, some particularly 
challenging issues are still commonly believed to be too complex to be accurately tackled by atomistic 
simulations in these systems.  

 
The aim of this talk is to report how it is, in fact, possible to investigate some of these issues, and 

what can be learnt from them. In particular and if time allows, the following topics will be discussed: 
 

- (1) Investigating the electronic structure of electrical vortices:  
 
An original ab-initio procedure is developed and applied to a ferroelectric nanocomposite, in order to 
reveal the effect of electrical vortices on electronic properties [1]. Such procedure involves the 
combination of two large-scale numerical schemes, namely an effective Hamiltonian (to incorporate 
ionic degrees of freedom) [2] and the linear-scaling three-dimensional fragment method (to treat 
electronic degrees of freedom) [3]. The use of such procedure sheds some light into the origin of the 
recently observed current that is activated at rather low voltages in systems possessing electrical 
vortices [4]. It also reveals a novel electronic phenomenon, that is a systematic control of the type of 
the band-alignment  (i.e., type-I versus-type-II) within the same material via the temperature-driven 
annihilation/formation of electrical topological defects. 
 
- (2) Mimicking finite-temperature properties of the prototype of relaxor ferroelectrics, that is 
Pb(Mg,Nb)O3 (PMN): 

 
An atomistic numerical scheme is developed and used to study PMN at finite temperature [5]. This 
scheme not only reproduces known complex macroscopic static properties of PMN, but also provides a 



deep microscopic insight into this puzzling system. In particular, relaxor properties of PMN are found 
to originate from the competition between (1) random electric fields arising from the alloying of Mg 
and Nb ions belonging to different columns of the periodic Table within the same sublattice; (2) the 
simultaneous condensation of several off-center k-points as a result of a specific short-range, 
antiferroelectric-like interaction between lead-centered dipoles; and (3) ferroelectric-like interactions. 
Such origins contrast with those recently proposed for the homovalent Ba(Zr,Ti)O3 solid solution [6], 
despite the fact that these two materials have similar macroscopic properties -- which therefore leads to 
a deeper understanding of relaxor ferroelectrics. 
 
- (3) Modeling the main dynamical features of relaxor ferroelectrics:  
 
Here, we report first-principles-based Molecular dynamic simulations applied to the lead-free 
Ba(Zr,Ti)O3 relaxor ferroelectric, which allow us to obtain the subterahertz dynamics of this material. 
This approach is demonstrated to reproduce the striking dynamical characteristics of relaxor 
ferroelectrics, including the relaxation of their dielectric response, the constant-loss behavior, the 
diffuse maximum in the temperature dependence of their dielectric susceptibility, the substantial 
widening of dielectric spectrum upon cooling, and the resulting Vogel-Fulcher law. The present 
simulations further reveal the origin of such features thanks to the decomposition of the dielectric 
response into several contributions, each associated with its own polarization mechanism. 
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Piezoelectric and ferroelectric properties are broadly considered for information and energy 
technologies for converting mechanical to electrical energy or vice versa. Moreover, almost 
any mass transport in the material will be related to mechanical deformation, which recently 
enabled direct studies of ionic transport in energy storage materials. Local characterization of 
electromechanical response is often a preferred way to measure electromechanical response, 
particularly with respect to structure-function relationships of inhomogeneous materials. 
Unfortunately, existing approaches fail to provide quantitative values and pose significant 
ambiguity with respect to the origin of electromechanical response, for example to distinguish 
between the effects of charge injection and piezoelectricity. 
Piezoelectric Force Microscopy (PFM) has become a very successful methodology to probe 
ferroelectric materials, by detecting surface deformation in the electric field of a biased 
microscope tip [1].  While PFM is an easily accessible characterization technique for thin 
films, quantification of the piezoelectric properties and the role of measurement artifacts are 
still poorly understood. Hysteresis of electromechanical response can originate from 
electrostatic interactions between the tip and sample 
involving slow surface charging or ionic mechanisms that 
mimic ferroelectric responses. Similarly, charge writing 
and strong electrostatic tip-sample interactions can appear 
as persistent domains in PFM. Distinguishing intrinsic 
and extrinsic contributions to the electromechanical 
sample response in oxide and chalcogenide-based films 
has been widely discussed, however, clear guidelines on 
how to distinguish them from ferroelectric responses is 
missing.  
We will present a unified perspective on 
electromecahnical measurements that enables effective 
differentiation of ionic displacement, piezoelectric 
deformation and electrostatic interactions in the nanoscale 
contact geometry [2–4]. Furthermore, by modeling cantilever dynamics the surface 
displacements can be quantitatively extracted from the measurements, providing a systematic 
way to account for stochastic and deterministic variations in the experiments. These studies 
establish new opportunities for contact SPM to probe electroactive materials outside of the 
fairly limited family of strongly polarized ferroelectric materials, including ionic conductors, 
biological materials, electroactive polymers. 
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Flexoelectricity, the polarization response of an in-
sulating material to a strain gradient, has sparked
widespread interest in the past few years as a viable route
towards novel electromechanical device concepts. [1–3]
Flexoelectricity is a close relative of piezoelectricity,
which describes the coupling between strain and polariza-
tion. Unlike the latter, which is present only in crystals
that break inversion symmetry, it is a universal prop-
erty of all insulators. The main drawback is that flex-
oelectricity is negligibly small in macroscopic samples,
and this has limited its practical interest until very re-
cently. The realization that, by downscaling the sample,
one can enhance the effect in a proportion that is roughly
inverse with its size, has motivated the current “revival”.
A number of interesting functionalities and potential de-
vice applications have been reported recently, including
the possibility of rotating [4] or switching [5] the ferro-
electric polarization by mechanical means, or of obtaining
a pseudo-piezoelectric effect that is comparable in mag-
nitude to the existing commercial units. [6]

Prior to practical exploitation it is crucial, however, to
improve our understanding of how flexoelectricity works
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FIG. 1. Sketch of the relevant energy levels in a bent SrTiO3

slab. Thin solid black lines indicate the flat conduction and
valence band edges in the unperturbed system. Thin dashed
black lines indicate the slab surfaces. Colored thin lines in-
dicate the vacuum level. Upon bending, the band edges tilt
and the vacuum levels shift (thick lines). An unrealistically
large strain gradient, corresponding to a bending radius that
is equal to slab thickness, is assumed for illustrative purposes.
The inset illustrates the type (not the amplitude) of the de-
formation applied to the slab. From Ref. 7.

at the nanoscale. Being a higher-order effect, both the
theoretical analysis and the interpretation of the experi-
mental results are highly nontrivial, calling for advanced
models and simulation techniques to cope with the many
existing subtleties. [8] In this talk I will initially focus
on three remarkable conceptual aspects of flexoelectricity
that depart from the conventional picture of electrome-
chanical phenomena:

• First, a strain gradient is an inherently dynami-
cal perturbation of the crystal lattice, and such a
dynamic character propagates to the flexoelectric
response coefficients. [9] (Unlike a uniform strain,
which can always be produced via an appropri-
ate combination of surface loads, some components
of the strain-gradient tensor are only allowed in a
sound wave, as they are associated with a local ac-
celeration of the medium.) Yet, the flexoelectric
polarization associated to a static deformation field
is correctly described as a static property, as the ex-
plicit mass dependence disappears from any linear
combination of the tensor components that is com-
patible with the mechanical equilibrium condition.

• Second, in a strain gradient the notion of macro-
scopic electric field becomes ambiguous, and de-
pends on the choice of the energy reference that one
uses to define the deformation potential. [7] (For ex-
ample, in the interior of a bent slab the conduction
band bottom, CBM, and valence band top, VBM,
undergo different tilts, leading to two inequivalent
possible definitions of the macroscopic electric field;
see Fig. 1.) This points to a notable gauge free-
dom of a thermodynamic functional incorporating
strain-gradient effects, whereby the flexoelectric co-
efficients (and hence the electrostatic energy of the
corresponding electric fields) are, to a certain ex-
tent, arbitrary at the bulk level, but the actual
physical observables are not.

• Third, the experimentally measured flexoelectric
coefficients always contain a surface piezoelectric
contribution that is of the same order as the bulk
flexoelectric effect, even in the limit of a macro-
scopically thick sample. [10, 11] (A surface is al-
ways piezoelectric, as it breaks inversion symmetry
by construction.) Such surface terms are affected
by the same gauge arbitrariness as the bulk contri-
butions, but with opposite sign, and are therefore
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Bulk Surface (SrO) Surface (TiO2)

CBM −0.87 3.15 −0.50

VBM 0.36 1.92 −1.73

TABLE I. Deformation potentials associated with static bend-
ing of a SrTiO3 slab (plate-bending limit). The surface is
assumed to be oriented along the [100] cubic direction. The
label CBM or VBM refers to the choice of the reference en-
ergy in the slab interior. The bulk contributions consist in the
tilts of the corresponding band edges that are illustrated in
Fig. 1. The surface deformation potentials refer to the vari-
ation of the ionization potential (VBM) or electron affinity
(CBM) under a uniform in-plane expansion (including Pois-
son ratio effects and full atomic relaxation) of the slab. The
total (bulk and surface) deformation potentials are reference-
independent and amount to: DSrO = 2.28 eV, DTiO2 = −1.37
eV. Values are in eV. From Refs. 16 and 7.

necessary for the total response of the system to
be a well-defined physical quantity. [7, 10] Recent
experimental measurements [12] indirectly confirm
such predictions in the case of paraelectric BaTiO3.

Even after clarifying the above points, calculating the
relevant contributions to the flexoelectric response of
a realistic system from first principles is no easy task.
Strain gradients break the translational symmetry of the
lattice, and this constitutes a major challenge for ab ini-
tio methods, which are traditionally based on periodic
boundary conditions. An efficient workaround consists in
describing strain gradients as the long-wavelength limit of
an acoustic phonon perturbation. [13–15] By calculating
the charge-density response of bulk and slab systems up
to second order in the wavevector q, [9] and by process-
ing such information via an appropriate Poisson solver
in curvilinear coordinates, [10] one can readily compute
the full flexoelectric tensor, including both electronic and
lattice-mediated effects.

As a practical demonstration, I will present results
for the flexovoltage (i.e. open-circuit voltage induced
by a strain gradient) response of a macroscopically thick
SrTiO3 slab. [16] In oder to demonstrate the surface de-
pendence of the effect, I consider two different termina-
tions of the (100)-oriented perovskite lattice, either of the
SrO- or TiO2-type. I will show that, upon static bend-
ing of the slab, one obtains a positive or a negative volt-
age response depending on the crystal lattice termination
(Table I), which points to a dramatic dependence of the
flexoelectric effect on the details of the sample surface.

This work was supported by MINECO-Spain through

Grants No. FIS2013-48668-C2-2-P and No. SEV-2015-
0496, and Generalitat de Catalunya (2014 SGR301). Cal-
culations were performed at Supercomputing Center of
Galicia (CESGA).
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BaTiO3 is one of the best-known perovskite ferro-
electrics, and has been extensively studied in its bulk and
thin-film forms. Remarkably, a variety of new structures
(including a dodecagonal quasicrystal) have recently been
discovered in ultrathin Ba-Ti-O films fabricated via vari-
ous multistep heat treatments of an initial thin film per-
ovskite BaTiO3 layer deposited on a Pt(111) surface.[1, 2]
Experimental observations distinguish these structures
from the perovskite phase: (1) photoemission spectra
show the Ti ions have charge 3+, not 4+, and (2) the
measured compositions are Ba and O deficient with re-
spect to the perovskite composition. In this abstract, we
give a tiling decoration model for the ultrathin film Ba-
Ti-O structures that is fully consistent with experimental
observations. The structure consists of a rumpled Ti-O
network with each Ti threefold coordinated with O, and
Ba nestled in the larger, mainly Ti7O7 pores.

In Fig. 1, we show models for two of the crystalline
structures that have been observed in ultrathin film Ba-
Ti-O.[1]. In Fig. 2, we present a model for a large ap-
proximant to the quasicrystalline structure. In all cases,
the Ba, Ti, and O atoms overlying the Pt-111 surface
project into the plane as shown. Connecting Ba atoms
as shown creates tiles with Ba at the vertices. At least
six different tiles are found, many of which recur in more

a b

FIG. 1: (a), (b) Structure models for two large-period crys-
talline structures observed in ultrathin film Ba-Ti-O.[1] Ba
atoms are large blue; Ti small green, and oxygen medium
red.
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FIG. 2: Structure model for an ultrathin film Ba-Ti-O qua-
sicrystalline approximant.

than one structure: thin rhombus, triangle, square, pen-
tagon, flat hexagon, and elongated curved decagon. Each
tile has a unique decoration. The tiles join edge to edge,
and can be combined in different ways to reproduce the
experimentally observed structures as well as other as-
yet hypothetical structures. A perfect quasicrystal can
be created by combining the thin rhombus, triangle, and
square tiles in the “Ca” tiling pattern of Gähler.[3]

The compositions for all our ultrathin film Ba-Ti-O
structure models is BaxTiO1.5+y, with 0.23 ≤ x ≤ 0.37
and O ≤ y ≤ 0.05, with y > 0 for structures contain-
ing thin rhombus tiles. The O:Ti ratio of approximately
1.5 is consistent with a 3+ charge on Ti. Note that the
proposed structures do not satisfy charge balance. There-
fore, it is unlikely that these structures could be grown
as thicker film or bulk structures. We define “charge bal-
anced analogs” to ultrathin film Ba-Ti-O as structural
analogs with Ba removed, trivalent “B” ions in all tiles
except for the thin rhombus, and quadrivalent “B” ions
in the thin rhombus. Such hypothetical charge-balanced
structures should be insulating and capable of existing
as free 2D materials. It would be interesting to investi-
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gate the physical properties, such as dielectric response,
of these novel structures.

The Ti and O in the structures form a Ti-O network,
with each Ti threefold coordinated with O, that tessel-
lates the plane into TinOn rings (with one exception,
associated with the thin rhombus tile, discussed below).
The presence of three-fold coordinated Ti atoms in the
quasicrystal Ba-Ti-O structure model along with TinOn

polygons with different values of n is reminiscent of three-
fold coordinated network structure observed in other
two-dimensional systems such as graphene[4] and bilayer
SiO2.[5, 6] For example, the Ti-O-Ti links in the Ba-Ti-O
system are analogous to the C-C bonds in graphene.

With such a rich variety of observed structures, it be-
comes possible to elucidate their common features. Some
observations: (1) The Ba-Ti-O systems show TinOn rings
with n = 4, 5, 6, and 7, but not n = 8 or greater; (2)
The n = 7 rings are very common; and the n = 6 rings
relatively rare; (3) The 7-rings always share a Ti-O-Ti
edge with two or more other 7-rings to create a larger-
scale network that can be represented as a tiling; (4) The
7-rings are always occupied by a Ba ion, the 6-rings par-
tially occupied, and smaller rings empty.

The local structure associated with the thin rhombus
can be viewed as the fusion of two Ti7O7-type pores to
make a dumbbell-shaped pore. The two oxygen atoms
that are coordinated with only one Ti serve as a buffer
against Coulomb repulsion of the relatively close Ba-Ba
pair. An analogous three-dimensional dumbbell-shaped
pore was recently found in a zeolite structure,[7] and the
best structural model in that case similarly had oxygen
atoms inside the pore that were bound to only one Si
each, instead of the normal two. The analogy with zeo-
lites also suggests one possible application of the struc-
tures proposed here: if charged-balanced analogs could
be created, they could act as ultrathin filters with a uni-
form pore size for gas separation, etc.

DFT calculations show the stability of the structures
on a Pt-111 surface. The average heights above the top-
most Pt layer in the relaxed structure are 3.1 Å, 2.2 Å,
and 3.1 Å for Ba, Ti, and O, respectively. Ti-O dis-

tances range from 1.80 Å to 1.95 Å. The rumpling of the
Ti-O network is driven by transfer of electrons from Ba
to Pt; the negative surface charge on the Pt layer then
attracts the positive Ti ions and repels the negative O
ions.[8] Simulated scanning tunneling microscopy STM
topographs for charge density 0.1 e nm−3 show only the
Ba atoms, whose positions agree with the bright pro-
trusions in the experimental STM images.[1, 2] The Ti-
O network is predicted to be invisible unless very high-
resolution STM is used.

It remains an open question how the various Ba-Ti-O
structures are stabilized versus the processing conditions.
In any case, the existence of detailed structure models
for all these structures is a first step toward solving this
problem.
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Evolution of surface charge and domain structure through the ferroelectric
paraelectric phase transition in BaTiO3(001) using MEM-LEEM

N. Barrett,1, ∗ J. Dionot,1 C. Mathieu,1 and D. Martinotti1
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Polar structures in ferroelectric (FE) BaTiO3 have been studied using mirror and low energy
electron microscopy. At room temperature in (IP) and out-of-plane (OOP) polarized domains are
observed with the surface charge screened by polar adsorbates. At higher temperature but still
below the Curie temperature, TC, contrast inverts due to adsorbate desorption. Polarized surface
domains persist above TC. Above 350 ◦C elastic strain at the OOP/IP domain walls is released
whereas moderate heating preserves the original domain structure, providing a form of ferroelectric
memory.

PACS numbers: 68.37.Xy, 71.15.Mb, 73.20.At, 77.80.Dj

Polar structures have been observed above the Curie
temperature, TC, in ferroelectric (FE) materials such
as BaTiO3 using Raman spectroscopy [1], diffuse X-ray
scattering [2], X-ray absorption [3], birefringence [4] and
resonant piezoelectric spectroscopy [5].

At the surface, atomic reconstruction and relaxation,
and charge screening also determine polarity, elastic dis-
tortions and the domain ordering. Hoefer et al. have
observed surface charge contrast up to 510 K in BaTiO3

due to tetragonal distortion of the uppermost unit cells
stabilized by ionic surface relaxation [6].

Low-energy electron microscopy (LEEM) is well suited
for the study of FE surfaces. At low incident energy,
called mirror electron microscopy (MEM), electrons are
reflected by the electrostatic potential just above the
surface. By scanning the incident energy, also called
the start voltage (SV), the electrons approach closer to
the surface until they penetrate the sample to be elas-
tically backscattered. The transition between reflection
and backscattering, called the MEM-LEEM transition,
measures the local surface potential [7, 8]. Mapping the
reflected or back-scattered electron intensity as a function
of SV therefore provides full field, non-contact imaging
of electric surface topography.

We study polar structures at the surface of
BaTiO3(001). These structures persist above TC up to
∼350 ◦C, above which strain relaxation occurs and the
out-of-plane/in-plane (OOP/IP) contrast vanishes. For a
moderate heating/cooling cycle up to 175 ◦C the original
OOP/IP domain structure is conserved, suggesting that
the polar structures play the role of a FE memory.

We tracked the FE-paraelectric (PE) phase transition
using the surface displacement observed in LEEM. Fig-
ure 2 shows the movement during heating. At ∼140 ◦C
a jump of 4.15 µm is measured due to the FE-PE phase
transition and corresponds to a 0.04% lattice parameter
difference. The offset in the Curie temperature is due
to an instrumental artefact. The displacement is smaller

e- beam

LEEM

surface 
potential

FIG. 1. Schematic representation of a MEM-LEEM experi-
ment on a ferroelectric surface with out of plane polarization.
Fixed surface polarization charge modulates the surface po-
tential as seen by the incoming electrons.

than that between the tetragonal and cubic structure if
the sample were a single domain but is quite reasonable
considering that there are both OOP and IP domains.
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FIG. 2. Mechanical displacement as tracked by LEEM at SV
= 0.65 V.

Figure 3 shows MEM images at (a) 21 (b) 100 (c) 120
(d) 140 (e) 160 and (f) 383 ◦C using SV = 0.65 V. The



2

[100] (pseudo-) cubic direction is horizontal and the [010]
direction vertical. Three levels of intensity are observed,
corresponding to outward and inward pointing OOP po-
larization and IP polarization. These are labelled P+,
P− and Pin, respectively. The broad vertical stripes are
OOP domains, whereas the finer vertical and horizontal
structures inside the bright vertical stripes at 21 ◦C are
IP domains.

[010]

[100]

21 °C 100 °C 120 °C

140 °C 160 °C 383 °C

P-P+

Pin

(a) (b) (c)

(d) (e) (f)

FIG. 3. MEM-LEEM images acquired using a start voltage
of 0.65 V in a FoV of 20 µm at (a) 21 (b) 100 (c) 120 (d)140
(e) 160 and (f) 383 ◦C.

Above TC (Fig. 3e), the contrast between the vertical
stripe domains has inverted with respect to that at room
temperature. The new bright stripes are narrower and
the bright stripes at 21 ◦C have become dark and are
broader. The contrast between OOP and IP domains
has also inverted, the latter are now brighter than the
surrounding P+ region. At 350 ◦C the vertical stripes
have started to fade and are no longer visible at 383 ◦C
(Fig. 3f).

Screening OOP domains by polar adsorbates changes
the sign of the surface charge [9, 10] as seen by the in-
coming electrons. In Fig. 3a, the bright vertical stripes
have the highest surface potential (1.07 eV) correspond-
ing to negative screening charge, i.e. to a P+ surface
fully screened by negatively charged adsorbates whereas
the dark vertical stripes which have the lower potential
(0.76 eV) are P− domains (OOP polarized antiparallel
to the surface normal) screened by positively charged ad-
sorbates. The finer horizontal/vertical structures are IP
polarized domains. As temperature increases two suc-
cessive inversions in contrast are observed, first at 112
◦C (between the OOP domains) and then at 128 ◦C (be-
tween OOP and IP domains). Since both temperatures
are below the experimental TC the polarization is still
non-zero, suggesting that the change in sign of the sur-
face charge is indeed due to desorption.

Although the bulk crystal has undergone a phase tran-
sition to the centrosymmetric cubic structure, at the sur-
face OOP/IP-like contrast is still visible. The surface

stress induced by the mismatch with the underlying cu-
bic structure may be absorbed by OOP/IP ordering since
DWs between OOP and IP polarized domains are also
ferroelastic [11]. At high temperature (383 ◦C), however,
the polar structures have almost completely disappeared
suggesting that strain has been relaxed. This contrasts
with the behaviour for a moderate heating cycle up to
175 ◦C where we observe almost a perfect FE memory.
One must heat to 350 ◦C to unpin the domain structure
and release the strain.

Finally, at the Curie temperature, we have observed
the appearence of kinetic, transitory stripes, almost or-
thogonal to the domains in Fig. 3. We interpret these
transitory stripes as ferroeastic twins similar to those ob-
served by Streiffer et al. [12] in rhombohedral films.
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Epitaxial thin films offer enhanced control of the microstructure compared to bulk materials, 
as well as properties that can be vastly different from its bulk counterparts. Examples are the 
possibility to enhance the BaTiO3 ferroelectric transition temperature by a few hundreds of 
degrees in highly-strained films [1], the polarization rotation that occurs in periodic a/c 
nanodomains of PbTiO3 thin films by the induced flexoelectric effect [2] or an optimization of 
the piezoelectric coefficient by varying the growth direction [3]. This endows the material with 
an additional degree of freedom that might be beneficial for its piezoelectric properties, just 
like the rotated polarization in PZT close to the Morphotrophic Phase Boundary. 
 
Ferroelectric BaTiO3 thin films under low epitaxial mismatch strain have attracted the 
attention of the theorists, yielding rich phase diagrams [4,5], shown in Fig 1. Despite this 
interest, little experimental evidence of that region of the phase diagram exists. 
 

 
Fig 1. Pertsev phase diagram of temperature versus misfit strain for low-strained BaTiO3. The 
predicted phases are tetragonal a/c or a1/a2 phases and monoclinic aa*/ca* and ca1/ca2 phases. 
Sketch adapted from reference [4]. 
 
In this work, high quality epitaxial BaTiO3 thin films have been grown by Pulsed Laser 
Deposition on NdScO3 substrates (strain ~0.1%) with a SrRuO3 bottom electrode [6]. A 
monoclinic ca1/ca2 phase (a periodic 90 ° in-plane domain configuration with a small 
additional out-of-plane component of polarization) has been stabilized at room temperature. 
Above 50 °C this phase is transformed into an a/c phase with alternating in-plane and out-of-
plane polarizations and forming zigzag domain walls between up-polarized and down 
polarized superdomains. These phases have been characterized by Piezoelectric Force 
Microscopy (Fig 2) where well-ordered periodic domains have been found. Substrate 
anisotropy is the reason for high anisotropy in domain size, direction and length. 
 



Fig 2. PFM images at a) 25 ºC and c) 
70 ºC. b) Top-view model of the in-
plane ca1/ca2 domain configuration and 
d) three-dimensional model of the a/c 
domain configuration. 
 
 
 
 
 
 
 
 
 

Next to PFM, X-Ray Diffraction (XRD) (Fig 3) around (001) Bragg peaks gives additional 
information about the domain structures. High intensity domain peaks are observed for the a/c 
phase (Fig 3b), pointing to large out-of-plane polarization with a periodicity in agreement 
with the PFM images. For the ca1/ca2 phase, weak, but clear, domain peaks are observed 
corresponding to the same periodicity observed by PFM (Fig 3a). This reveals a weak out-of-
plane polarization, as expected in the monoclinic ca1/ca2 phase (discarding, thus, a purely in-
plane a1/a2 phase).  

 
Fig 3. XRD Reciprocal Space Maps around (001) Bragg peaks at a) 25 ºC and b) 80 ºC. 
 
The occurrence of a phase transition close to room temperature, a low symmetry ca1/ca2 phase 
and the formation of periodic domains make of this material a promising candidate for high 
piezoelectric response. 
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The useful properties of BaTiO3 are dependent on temperature and closely related with the phase 

transitions. However, micro- and mesoscopic pictures of phases and phase transitions are still 

uncertain. One important picture in history is the displacive model [1]. Although various properties 

of BaTiO3 have been understood well on the basis of this simple model, inconsistencies of 

experimental results from the model have been apparent. For example, i) the diffuse x-ray scattering, 

ii) second harmonic generation signal, iii) x-ray fine structure and nuclear magnetic resonance, and 

iv) first-order Raman scattering indicate that Ti-ion displaces <111> in all phases.  

   In order to explain these experimental results inconsistent with the displacive model, temporal 

disorders due to the Ti-ion-hopping in eight-site (8g site with x=0.5+, where  denotes the deviation 

from the center of oxygen-octahedron) have been considered as microscopic dipoles and 

ferroelectricity is induced by their interaction. In other words, Ti-ions are always located in one of 

eight minima along <111>-direction for all phases, and the average position of Ti-ions determines 

the macroscopic polarization [2]. 

   From the view point of Raman scattering, Lambert, et al. explained the origin to be disorder on 

the basis of order-disorder eight-site model [3]. On the other hand, Barbosa, et al. attributed it to 

second-order process on the basis of the displacive model [4]. Even though the origin is still in 

controversy, Raman scattering from BaTiO3 is widely used to evaluate the materials properties in 

applications for convenience. To understand BaTiO3 more clearly and to apply Raman scattering 

from BaTiO3 for evaluating electric components in the next generation, at the present stage, it is 

necessary to answer i) whether the Raman scattering is first-order or second-order, and ii) whether 

phonon mode or relaxation is related with the phase transitions. In order to solve these questions, 

angle-resolved polarized Raman scattering from BaTiO3 was measured in the present study. 

   Figure 1(a) shows the Raman spectra at 700 K at various polarization angles. The schematic 

diagram of the measurement system is shown in Ref. [5]. Because TC of BaTiO3 is 400 K, 700 K is 

in the paraelectric cubic phase and is enough high to vanish the ferroelectric instability. By 

measuring both Stokes- and anti-Stokes-Raman scattering, we confirmed for two peaks at 200 and 

500 cm
-1

 that ratio of the peak intensity between Stokes- and anti-Stokes-Raman scattering obeys the 



first-order process (Bose factor). Thus, we attribute peaks at 200 and 500 cm
-1

 to be first-order 

Raman scattering. The appearance of first-order Raman scattering is prohibited in cubic phase 

without disorder. On the basis of 3m point group of disorder in BaTiO3, polarized-angle dependence 

of Raman scattering intensity was calculated as shown in FIG. 1(b). By fitting the experimental 

result with the calculated angular dependence, we attribute the quasi-elastic scattering and peaks to 

be E-mode and A-mode, respectively. In addition, we obtained the Raman tensor ratio to be a/b~3.0 

and c/d~0.30 as shown in FIG 1(c). Because the quasi-elastic scattering shows marked narrowing 

toward TC and no peak shift was found in others, our Raman scattering results capture the 

order-disorder eight-site model. 
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FIG. 1：(a) Raman spectra of BaTiO3 at 700 K in the backscattering geometry on (001) plane crystal. 

The angle denotes polarization direction of incident light. [100]-direction corresponds to 0
o
, while 

[010]-direction corresponds to 90
o
. (b) Calculated polarized-angle dependence of Raman scattering 

intensity on the basis of 3m point group of disorder in BaTiO3. The angle dependence indicates that 

quasi-elastic scattering is attributed to E-mode, while peaks at 200 and 500 cm
-1

 are attributed to 

A-mode. (c) Angle dependence of light scattering intensity of quasi-elastic and Raman scattering. 

Raman tensor ratio a/b and c/d were determined by fitting. 
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Ab initio phase diagram of BaTiO3 under epitaxial strain
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The optimization of ferroelectric materials by epitaxial growth and interface-mediated
strain is nowadays a well-established and highly successful method. However, the ex-
perimental determination of strain-temperature phase diagrams is quite challenging
and the theoretical modeling is highly important. Different levels of sophistication
have been used to model the strain-dependent phase diagram of BTO, however, lead-
ing in part to conflicting results [1].
We revisit the phase diagram of BaTiO3 under biaxial strain using a first principles-
based effective Hamiltonian approach [3]. We show that, in addition to the tetrag-
onal (c), quasi-rhombohedral (r), and quasi-orthorhombic (aa) ferroelectric phases
that have been discussed previously [2], there are temperature and strain regions,
in particular under tensile strain, where the system decomposes into multi-domain
structures, see Fig. 1 (a)-(c). In such cases, the strained system, at least on a local
level, recovers the same phase sequence as the unclamped bulk material. So far these
multi-domain phases have been overlooked in ab initio based simulations [2] as they
are not favorable in the small simulation cells used there. Furthermore, we extend
these results from the case of “uniform” biaxial strain to the situation where the two
in-plane lattice constants are strained differently and show that similar considerations
apply in this case, see Fig.1(d)-(i).
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Figure 1: (a) Phase diagram of BaTiO3 under biaxial strain (ηa = ηb). Col-
ors/grayscale encode the paraelectric (white) and ferroelectric phases with local po-
larization along 〈100〉 (red/light gray), 〈110〉 (blue/dark gray), and 〈111〉 (black).
Multi-domain configurations are indicated by striped regions as specified in the leg-
end. (b) Domain structure under 0.75% tensile epitaxial strain (T=400 K). (c) Cross
section of the polarization profile across the domain wall. Black: total polarization;
Blue: polarization perpendicular to the wall (P⊥); Red: polarization parallel to the
wall (P||). Dashed line: tanh-fit to the profile of P||. (d)-(i) Phases found for general
biaxial strain (ηa 6= ηb) for different temperatures. Figures taken from [4].
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Stabilization of highly polar BiFeO3 like structure: a new interface design 

route for enhanced ferroelectricity in artificial perovskite superlattice 
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In ABO3 perovskites, ferroelectricity is strongly coupled to oxygen octahedron rotations as a 

common structural distortion. However, this coupling behaves rather differently in various 

perovskite materials. It can promote large ferroelectricity in BiFeO3 with R3c structure [1]. 

However, it suppresses ferroelectricity in CaTiO3 with Pbnm symmetry [2]. For many CaTiO3-

like perovskite materials, the BiFeO3 structure is a metastable phase. We report the stabilization 

of the highly-polar BiFeO3-like phase of CaTiO3 in the BaTiO3/CaTiO3 superlattice grown on a 

SrTiO3 substrate. Stabilizing of this metastable phase is realized by a reconstruction of the oxygen 

octahedron rotations at the interface from the pattern in nonpolar bulk CaTiO3 to a different pattern 

that is characteristic of a metastable BiFeO3-like phase. This is shown through a combination of 

amplitude-contrast sub 0.1 nm high-resolution transmission electron microscopy (HRTEM) as 

shown in Fig. 1 and first-principles calculations of the structure, energetics, and polarization of the 

superlattice and its constituents. By demonstrating the predicted new artificial ferroelectric 

materials under this mechanism, we argue that a large number of perovskites with the CaTiO3 

structure type, which include many magnetic representatives, are now good candidates for novel 

highly-polar multiferroic materials [3].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1: Experimental and simulated HRTEM images showing oxygen octahedral tilts in the 4BaTiO3/4CaTiO3 

superlatice film grown on a SrTiO3 substrate along [110]. (a). Experimental HRTEM image using an amplitude 

contrast imaging method (Cs = 3µ m, Cc=1 µ m, Δf=-1nm ). BaO columns (dark dots) and CaO columns (bright dots) 

show different channeling contrast. Oxygen atomic columns displace differently upward and downward with respect 

to the central Ti atoms in box 1, 2 and 3. 0.14 nm indicates the spacing between Ti and O columns. Accumulated 

electron dose is 3 x 104 electrons/nm2. (b). Simulated HRTEM image using the atomic positions obtained from first-



principles calculations. The simulated image matches well with the experimental image except a sharper column 

contrast in the simulated image compared to the experiment one because electron beam induced object excitations are 

omitted as pointed out by Kisielowski et al. [4]. 
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Transition metal oxides: promising candidates for multifunctional applications 

Annette Bussmann-Holder (oral) 

Max-Planck-Institute for Solid State Research, Heisenbergstr. 1, D-70569 Stuttgart, 

Germany 

Perovskite transition metal oxides are one the most challenging material classes in solid state 

physics since they display multiple coexisting and competing ground states which reach from 

superconductivity via magnetism to ferroelectricity. Typically, by doping or under stress, strain, 

electric, magnetic fields, transitions between these states are enabled. The key features of 

them are, however, coexisting phases where an interplay between different properties takes 

place to induce multifunctional properties as desired for novel device technologies. 

An enormous challenge in this material class is the realization of multiferroic properties where 

magnetism and ferroelectricity not only coexist but couple strongly. This would permit to tune 

the polarity by a magnetic field and magnetism by an electric field. The realization of these 

desired properties is rare for rather simple reasons: ferroelectricity in perovskites is intimately 

related to a d
0
 configuration at the transition metal site, whereas magnetism needs a d

n
 state 

there.  

A way out of this obvious dilemma is to attribute magnetism to the perovskite A site, as e.g., 

realized in EuTiO3 (ETO). The apparent similarity with the well investigated SrTiO3 (STO) 

suggests multiple applications and enhanced functionality due to the high spin 4f
7
 state of Eu. 

However, these states are strongly localized and have almost no overlap in ETO such that 

magnetic ordering occurs only at TN=5.7K [1]. Even though a soft optic mode is present in ETO, 

reminiscent of a polar instability [2,3], its freezing temperature is as low as -170K. However, an 

unusually strong coupling between this mode and the antiferromagnetic order has been 

established, since at TN a stabilization of the soft mode occurs which turns back into softening 

with a magnetic field [4].  

 

Fig. 1 dispersion of the lowest optic, acoustic 

and magnon mode at 300 K for different 

coupling strengths ε. 

 

ETO and its mixed crystals with STO have been investigated in deep detail theoretically and 

experimentally. Theoretically it was predicted that paramagnons are active at high 
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temperatures and couple strongly to phonons (Figure 1) [5, 6]. Even though there is no 

macroscopic magnetism, this coupling becomes evident by enabling a manipulation of the 

structural instability of ETO by a magnetic field [7] (Figure 2). 

Even though the ultimate goal to realize high temperature magnetism in coexistence with 

ferroelectricity in ETO appears to be far from realizable, a new method is suggested which 

offers a way out of the above difficulties. This is achieved through domain wall engineering and 

manipulation. For STO it has been shown that the domain walls become polar [8]. A similar 

effect can be expected for ETO which in combination with domain wall related strain stabilizes 

magnetic properties. Since the structural phase transition in ETO is near room temperature [5], 

devices for practical applications are realizable through domain wall technology. 
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Multiferroics belongs to class of materials in which the ferroelectric and 

ferromagnetic ordering occurs simultaneously in the same temperature range. 

Some of them can exhibit also a coupling between these orders, i.e. posses a 

magnetoelectric effect. It is not surprising that multiferroics are promising as 

multifunctional materials for various sensors, actuators, transducers, four state 

memory devices, etc [1] and are being intensively studied at the present. The most 

interesting multiferroic materials at the moment are so-called two-phase 

multiferroic composites due to the possibility to realize the “product property” 

referring to effects present in the composites but not in the individual phases. Lead 

zirconate titanate PbZr xTi1−xO3 is the well known ferroelectric perovskite with 

excellent electromechanical properties while cobalt ferrite CoFe2O4 exhibit good 

ferromagnetic and magnetostrictive properties. These above mentioned properties 

allow combining them together to form composite exhibiting multiferroic 

behaviour. Due to the lack of high frequency dielectric investigations the 

applicability of such multiferroics in GHz and THz range is still limited and the 

present work is dedicated to the broadband dielectric spectroscopy results of 

Pb0.988(Zr0.52Ti0.48)0.976Nb0.024O3 (PZTN) and CoFe2O4 (CF) composite ceramics. 

CF-PZTN composite ceramics with CF ratio of 10%, 20 % and 30% were 

prepared were prepared in situ by citrate–nitrate combustion by using PZTN-based 

template powders as described in [2]. Various devices and broadband dielectric 

spectroscopy methods were used in experiments to cover the wide range of 

temperatures and frequencies, spanning from 100 K to 500 K and from 20 Hz up to 

50 GHz. Transmission mode time domain THz spectroscopy was employed in 

measurements of complex dielectric response in the range of 5 – 50 cm
-1

 with a 

resolution of 0.5 cm
-1

 at 20 – 800 K. In order to investigate phonon properties of 

composites, IR reflectivity and Raman spectra were collected of optically polished 

samples. Bruker IFS 113v Fourier-transform IR spectrometer was used in the range 

of 30 – 3000 cm
-1

 at the room temperature, and up to ~700 cm
-1

 in cooling and 

heating regimes with the resolution of 2 cm
-1

. For Raman measurements, 

RENISHAW RM-1000 micro-Raman spectrometer was used in back-scattering 

geometry in the range of 20 – 1200 cm
-1

 with the spectral resolution below 2 cm
-1

. 

The obtained results show a broad dielectric anomaly around the temperature of 

630 K, whereas steady increase of dielectric loss above this temperature is 

observed as well. The peak of permittivity in the temperature dependencies can be 

associated with the paraelectric-ferroelectric phase transition in the morphotropic 

phase boundary (MPB) PZT material, in accordance to the phase diagram of lead 

zirconate-lead titanate system [3]. Comparing    and     temperature dependencies 

at a fixed frequency one can conclude that permittivity values decrease with an 

increase of cobalt ferrite concentration, as can be explained by a sum rule. 

Dielectric spectra of (1-x)PZTN-xCF composites (Fig. 1) can be divided into 

three regions, where characteristic differences exist in each of them between soft 

and hard doped PZT. 
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Fig 1. Dielectric spectra comparison of    and     of (1-x)PZTN-xCF composites at 

selected temperatures. Solid lines are approximations by empirical relationships. 

 

At low frequencies dielectric spectra are governed by electrical conductivity 

phenomena while in the midrange, they show monotonic increase of dielectric 

permittivity upon decreasing the frequency. Generally, such dispersion is called 

Universal Dielectric Response, or Logarithmic Dispersion law and it is believed 

that it is the reason of the existence of disorder in the materials. The origin of the 

dielectric relaxation in GHz range is of piezoelectric nature and possibly is caused 

by grain or domain wall resonance. 

In IR spectra characteristic phonons of ferroelectric morphotropic phase 

boundary PZT are dominated in all (1-x)PZTN-xCF composites. While it is known 

that phonon mode close to 80 cm
-1

 is related to the ferroelectric behavior, the 

softening of central mode around 45 cm
-1

 is observed in our case. Furthermore, this 

softening is disturbed by the increasing concentration of CF. It seems that cobalt 

ferrite effectively disturbs the softening of ferroelectric IR phonon modes. 
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Unveiling the room temperature
magnetoelectricity of troilite FeS
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The amazing possibility of certain compounds to couple electric and magnetic proper-
ties attract a lot of attention in material science. Since the discovery of magnetoelectric and
multiferroic effects, numerous studies emerged with the aim to exploit these unique ma-
terial properties in technologically appealing applications such as low-power-consumption
spintronics. The main big challenge is to obtain room temperature magnetoelectricity:
over the known magnetoelectric materials only a few exhibit the desired property at room
temperature. In the present study, we show that the troilite phase of the iron sulphide
based compound is a new room temperature magnetoelectric crystal.

From the planetary chemistry and dynamics studies and from high temperature and
high pressure experiments, it is known that the outer core of some planets (Earth and
Mars) is composed by a molten iron-rich material in which a substantial amount of light
elements is dispersed. Among them, the sulphur is recognised to be the most abundant. A
large portion of sulphur combines with iron such as the iron-sulphur alloys represent one
of the fundamental building blocks for the understanding of planet’s evolution [1]. The
first discovery of the troilite phase of FeS alloys is due to an Italian Jesuite, Domenico
Troili in 1766 [2]. This particular phase is mostly found in meteors originating from the
Moon or Mars and naturally found in the Earth crust and allowed to carry out important
informations about their chemical and physical characteristics. Interestingly, during the
’60 and ’70 there was a renewed interest of the scientific community on the troilite phase of
FeS thanks to the discovery of a ferroelectric polarization at room temperature in several
samples [3, 4].

At high temperature, FeS is metallic and paramagnetic and it crystallises in the the
high symmetry hexagonal P63/mmc space group, commonly called NiAs-type structure.
Below TN ∼ 588 K, FeS undergoes an antiferromagnetic (AFM) phase transition with
spins perpendicular to the hexagonal axis (c-axis) and around Ts ∼445 K a spin-flip
transition occurs where the spins align toward the c-axis [5]. At Tα = 413 K a structural
phase transition arises changing the crystal structure from the P63/mmc space group to
the so-called troilite structure with space group P 6̄2c [6].

Using ab-initio techniques we show that the zone boundary modes, driving the struc-
tural transition from the high symmetry P63/mmc to the low symmetry P 6̄2c phase, are
actually non polar. This means that even if the P 6̄2c is non-centrosymmetric the active
phonon modes driving the structural phase transition are not polar. We appealingly found
that the total electric polarization is zero because of a compensation a non-zero electric po-
larization in each spin channel (up and down) of opposite direction (see Fig. 1, left panel).
This behaviour is linked to the so-called magnetoelectric monopolarization [7] such that
even if the system is not ferroelectric, it is nevertheless magnetoelectric. The study of the



electric polarization as a function of an applied magnetic field (see Fig. 1, right panel)
gives a magnetoelectric constant of αtotxx ' αtotyy = 3.00 ps/m. This value is three times
larger than that found for the prototypical room temperature magnetoelectric compound
Cr2O3. Then, FeS is potentially a very promising magnetoelectric crystal thanks to the
fact that it is easy and cheap to find it in natural environments.
A more detailed description of the cited results can be found in Ref. [8].

Figure 1: Left panel: spin resolved electronic contribution to the polarization (blue squares
and red circles) and energy gap (orange diamonds) as a function of the displacement from
P63/mmc (0%) to the P 6̄2c (100%) phase. Right panel: polarization as a function of an
in-plane magnetic field along the x (circles) and y (squares) directions. Solid and dashed
lines represent the total and electronic contribution respectively.
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The macroscopic magnetoelectric monopolization in diagonal magnetoelectrics

Florian Thöle, Michael Fechner, and Nicola A. Spaldin
Materials Theory, ETH Zürich, Switzerland

We present a formalism to calculate the spin contri-
bution to the macroscopic magnetoelectric (ME) monop-
olization from first principles within the density func-
tional theory framework. The magnetoelectric multi-
poles form the second-order term in the interaction en-
ergy of the magnetization density µ(r) with an inho-
mogeneous magnetic field H(r).1 They are often repre-
sented as three irreducible components, the magnetoelec-
tric monopole, the toroidal moment or anapole, and the
magnetic quadrupole and occur in materials with broken
time-reversal and space-inversion symmetries. Magnetic
textures that correspond to each of these terms are shown
in Fig. 1.

(a) (b) (c) (d)

FIG. 1. Magnetic textures for (a), (b) positive and negative
magnetoelectric monopole, (c) toroidal moment and (d) mag-
netic quadrupole. For (c) and (d), the figure corresponds to
one of the possible three/five components.

The ME monopolization (that is the magnetoelectric
monopole per unit volume) is given by

A =
1

3V

∫
r · µ(r) d3r . (1)

We begin by deriving the fomalism for a Berry phase the-
ory and showing the analogy to the modern theory of po-
larization. We then implement the corresponding Wan-
nier function-based description in first-principles calcula-
tions within the density functional formalism. Currently,
our approach can be used with Quantum Espresso2 and
Wannier90.3

We apply the formalism to LiMnPO4 and Cr2O3 and
then interpret the results for the bulk magnetoelectric
monopolization of these compounds. In LiMnPO4, the
Berry phase theory agrees well with the previously intro-
duced local moment approximation,1

A =
1

3V

∑
i

Ri ·mi , (2)

where Ri is the position of an atom, mi is its formal spin
magnetic moment (5 µB in the case of LiMnPO4), V is
the volume of the unit cell and the sum is over the atoms

in the unit cell. However, as the second example of Cr2O3

shows, the agreement between the Berry phase ME mo-
nopolization and Eq. 2 is not generally valid. Here, the
local moment approximation and the Berry phase theory
can be brought into agreement if a renormalized local
magnetic moment is used in Eq. 2. We suggest that the
value of mi that provides this agreement between the
local moment and the Berry phase monopolizations pro-
vides a practical definition of the magnetic moment in
a magnetoelectric antiferromagnet without reference to
projection schemes, which rely on a rather arbitrary def-
inition of atomic spheres.

Finally, we discuss the correspondence between ME
multipoles and the linear magnetoelectric effect, in which
an electric polarization is induced by an applied magnetic
field, Pi = αijHj , and a magnetization is induced by an
applied electric field, Mj = αijEi. In the case of ma-
terials with a magnetoelectric monopolization, the mag-
netoelectric response is isotropic and diagonal, so that
an applied electric field induces a parallel magnetiza-
tion; a cartoon illustrating the response of a monopolar
arrangement of spins interacting through Goodenough-
Kanamori superexchange is shown in Fig. 2.
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M M
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E
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FIG. 2. Illustration of the correspondence between the mag-
netoelectric monopolization and the diagonal magnetoelectric
effect. In (a) the frustrated antiferromagnetic superexchange
between the almost 180◦transition metal–oxygen–transition
metal (M-O-M) interactions leads to 120◦angles between the
spins, and no net magnetization. (b) Under application of
an electric field, the sublattices shift, and the M-O-M angles
change, with the angle between the lower two M ions becom-
ing close to 90◦. Since 90◦superexchange is ferromagnetic, the
spins rotate as shown leading to a net magnetization. The re-
verse case (induced polarization under applied magnetic field)
is illustrated in Ref. 1.

In Ref. 1, the following free energy expression was an-



2

alyzed:

U =
1

2χe
P 2 − P ·E +

1

2χm
M2 −M ·H

+
1

2
βA2 +

1

4
γA4 + cAP ·M , (3)

where χe and χm are the electric and magnetic suscepti-
bilities, A is the ME monopolization, c is a constant giv-

ing the coupling strength and β and γ are temperature-
dependent coefficients. The relation between the ME
monopolization and the magnetoelectric tensor follow-
ing from this free energy is α = cχeχmA. By including a
Zeeman field in first-principles calculations,4 we compute
the magnetoelectric coefficients for Cr2O3 and LiMnPO4

under the same conditions as our computed magneto-
electric monopolizations obtained with the Berry phase
theory. We conclude by discussing the correspondence
between the two quantities.
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The presentence of morphotropic phase boundary in ferroelectric solid solutions (FE-MPB) is known 
to be crucial for the development of high-performance piezoelectrics. Similarly, magnetic MPB has 
been found to exist in a few ferromagnets and is proved to be greatly beneficial to the magnetostricitive 
response. Considering the fact that many ferroelectric systems show FE-MPB and similarly some 
ferromagnetic systems exhibit M-MPB, one naturally asks if in multiferroics that exhibit both 
ferroelectricity and (ferro-/antiferro-)magnetism, the FE-MPB and M-MPB could exist simultaneously, 
and if so, what the relation between these two kinds of MPB would be, and how they would affect the 
properties. In this study, we reported the finding of ferroelectric and magnetic double morphotropic 
phase boundaries in Dy-Modified BiFeO3-PbTiO3 Multiferroics. 

The effects of dysprosium ion on the crystal structure and local polar domains of the bismuth 
ferrite-based systems have been investigated firstly in the Dy-substituted solid solutions of 
0.66Bi1-xDyxFeO3-0.34PbTiO3, with x = 0, 0.05, 0.1, 0.15, 0.2, 0.3, 0.4 and 0.5. It is found that with 
increasing substitution amount of Dy, the crystal structure changes from a primarily tetragonal P4mm 
phase to the stable rhombohedral R3c phase, suggesting that the substitution of Dy for Bi can stabilize 
the R3c symmetry and hinder the formation of the P4mm phase. The unit cell volume generally 
decreases with increasing Dy content due to the relatively small radius of Dy3+ compared with Bi3+. 
Interestingly, with increasing concentration of Dy, the ferroelectric phase transition temperature TC first 
decreases for compositions with x < 0.1 and then increases for compositions with x ≥ 0.1. This is 
explained by the competition between two processes arising for the Dy-substitution: the effect of the 
dilution of the ferroelectrically active Bi3+ ion which would reduce TC, and the effect of the structural 
transformation from the P4mm phase to the R3c phase with a more stable ferroelectric ordering and 
thereby increased TC. The former is dominant in the compositions with x < 0.1, resulting in a slight 
decrease in TC, while the latter prevails in the compositions with x ≥ 0.1, giving rise to an increase in 
TC. The Piezoresponse Force Microscopy (PFM) imaging reveals the formation of 180o polar domains 
for the compositions with x = 0.15, as shown in Fig. 1(a), which can be poled and switched by applying 
an electric field through the PFM tip, confirming the ferroelectricity. The results show that the 
substitution of Dy can affect the structural symmetry and phase component of the BiFeO3-based 
multiferroic solid solution, and thereby enhance its ferroelectric order. 

A (weak) ferromagnetic state is induced at room temperature by Dy for the rhombohedral 
compositions with x ≥ 0.10. On the other hand, although each Fe3+ ion couples primarily 
antiferromagnetically with its neighbouring Fe3+ ions below the Néel temperature, the canted spins due 
to the Dzyaloshinskii-Moriya (D-M) coupling are present in the R3c (or Cc) phase, giving rising to the 
appearance of weak ferromagnetism. On the other hand, the incorporated Dy3+ ions themselves are 
magnetically active and expected to couple with the Fe3+ ions through the Dy-O-Fe superexchange, 



possibly leading to enhanced canting of the spins of Fe3+ ions. All in all, the introduction of Dy into 
0.66BiFeO3-0.34PbTiO3 leads to the breaking of its antiferromagnetic structure below Néel  
temperature and thereby the formation of (weak) ferromagnetic ordering at room temperature when the 
substitution rate exceeds a critical value (x ≥ 0.10), making the 0.66Bi1-xDyxFeO3-0.34PbTiO3 system 
one of rare room-temperature ferromagnetic and ferroelectric materials, i.e. a true multifrroic.   

Upon cooling down from room temperature, the tetragonal compositions (x ≤ 0.05) only show one 
magnetic phase transition from the paramagnetic to antiferromagnetic phase while the rhombohedral 
compositions exhibit a series of magnetic phase transitions from the (weak) ferromagnetic state to an 
antiferromagnetic order then to another weak ferromagnetic phase. A comprehensive 
ferroelectric-magnetic phase diagram has been established in terms of temperature and composition 
that depicts the coexistence of a ferroelectric morphotropic phase boundary and a magnetic 
morphotropic phase boundary, as shown in Fig. 1(b). Interestingly, these two kinds of MPBs are found 
to overlap with each other. Such an unusual coincidence of both magnetic MPB and ferroelectric MPB, 
the so-called double MPB, points to new kinds of couplings among the multiple physical quantities. It 
is reasonable to expect that such effects as magnetoelectricity, magnetostrictive and piezoelectricity, 
could be enhanced within or near the overlapping MPB region. 

 

 
Fig. 1. (a) PFM images of as–sintered ceramic surface of compositions with x = 0.15, and (b) The structural and 
ferroelectric-magnetic phase diagram of the 0.66Bi1-xDyxFeO3-0.34PbTiO3 solid solution system, indicating the 
following phase regions: PE = Paraelectric Phase, FE = Ferroelectric Phase, PM = Paramagnetic Phase, AFM = 
Antiferromagnetic Phase, WFM = Weak Ferromagnetic Phase, FE-MPB = Ferroelectric/structural Morphotropic 
Phase Boundary, and M-MPB = Magnetic Morphotropic Phase Boundary. The red dots are an estimated line 
dividing the PM and WFM1 phases. 
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The enhancement of the functional properties of materials at reduced dimensions is crucial for 

continuous advancements in nanoelectronic applications. Here, we report that the scale reduction 

leads to the emergence of an important functional property – ferroelectricity, challenging the long-

standing notion that ferroelectricity is inevitably suppressed at the scale of a few nanometers. A 

combination of theoretical calculations, electrical measurements, and structural analyses provides 

evidence of room-temperature ferroelectricity in strain-free epitaxial nanometer-thick films of 

otherwise non-ferroelectric SrTiO3. We show that electrically-induced alignment of naturally 

existing polar nanoregions is responsible for the appearance of a stable net ferroelectric 

polarization in these films [1]. This finding can be useful for the development of low-dimensional 

material systems with enhanced functional properties relevant to emerging nanoelectronic devices.  
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Fig. 1. Theoretical calculations showing the emergence of ferroelectricity in ultrathin films of 
otherwise non-ferroelectric SrTiO3. (A and B) Dimensional engineering of the polarization (P) stability 
in PNRs: schematics of PNRs and their P in thick SrTiO3 (A) and ultrathin SrTiO3 (B). (C) Calculated 
atomic structure near the off-center antisite Ti atom. (D) Profile of local P around the antisite Ti atom in a 
3×3×3 supercell obtained from DFT calculations. (E) Calculated energy barrier between the polarization 
states. (F) Remnant polarization of the model system, where a single spherical PNR is embedded in SrTiO3 
with a thickness t, obtained by phase-field simulations. The lateral dimension of SrTiO3 was fixed as 64 
uc×64 uc.. 
 

 
Fig. 2. Atomic-scale imaging of polar nanoregions. (A) Filtered ABF-STEM image, including all atomic 
positions. The (i) and (ii) regions are examples of polar and nonpolar regions, respectively. (B)  Polarization 
vectors for each unit cell, estimated from atomic displacements in A. Arrows denote the polarization 
direction; the stronger polarization, the darker the arrow color. Strength of polarization is also expressed as 
a color map, ranging from white (weak) to red (strong). 
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Abstract. This work analyzes the structural, electronic and ferroelectric properties of the
ferroelectric semiconductor Antimony sulfo-iodide (SbSI), by means of an ab-initio approach
based on Density Functional Theory (DFT). Despite SbSI being known since many years,
its theoretical characterization is rather poor, and few non-exhaustive ab-initio studies exist
in the literature.
SbSI in both paraelectric and ferroelectric phases is orthorhombic and has four SbSI molecules
(12 atoms) per unit cell. The space group is D16

2h − Pnam in the paraelectric phase above
the Curie temperature (Tc > 298 K) and C9

2v − Pna21 in the ferroelectric phase below the
Curie temperature (Tc < 298 K). SbSI is characterized by a quasi-one-dimensional struc-
ture composed of zigzag chains of [Sb2S4I4]n dimers stacked along the crystallographic c
axis, as shown in Fig. (1). It was suggested [1] that the interaction between two double
chains of SbSI crystal is negligible, i.e. chains of atoms parallel to the z axis are linked
only via a weak van-Der-Waals-type interaction. It is found that standard DFT fails to
reproduce the experimentally observed ferroelectric phase, whereas a more advanced ap-
proach, based on Hybrid Functionals within the Heyd-Scuseria-Erzenhof (HSE) approxi-
mation, correctly works. Changes in the atomic positions, between the paraelectric and
ferroelectric phases, take place along the z direction: Sb and S shift along the polarization c
axis with respect to iodine by 0.18 Å and 0.05 Å, respectively, in excellent agreement with
experiments [2]. The calculated electronic band structures shows that SbSI has an indirect
gap in both phases. Because of the presence of heavy elements, by using HSE with SOC,

 - P + P
(a) (b) (c)

Figure 1: Schematic representation of SbSI: (a) Atomic positions in the x-y plane in the crystalline
unit cell. (b) SbSI crystal highlighting both the rhombic-bypiramidal atomic arrangement, as well
as a quasi-one-dimensional structure composed of zigzag chains of [Sb2S4I4]n dimers stacked along
the crystallographic c axis. (c) Zoom over relevant ions, showing the switching between shorter
and long bond lengths in the FE state, according to the polar mode amplitude λ = ±1, compared
with those in the PE phase λ = 0. The directions of small (large) arrows highlight the shorter and
longer Sb-S bonds (polarization direction along the c axis).

1



the indirect gap (X − U → S) amounts to ≃ 2.15 eV in the ferroelectric phase, whereas
the smallest direct gap is along the Γ − Y line in the first Brillouin zone and it is about
2.3 eV . The energy gap range is consistent with the experimental estimate Eg ≃ 1.80 eV .
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Figure 2: Variation of HSE total en-
ergy (top) and polarization (bottom) as
a function of the amplitude of the polar
mode distortion between centric (λ = 0)
and polar (λ = ±1) configurations.

The calculated spontaneous polarization P ≃
20 µC/cm2 is in good agreement with the experimen-
tal values [3]. When comparing the FE polarization
within PBE and HSE, the changes in the magnitude
of polarization were found to be less than few percent,
confirming the validity of GGA to study the electronic
and ferroelectric properties of SbSI (at fixed geome-
try), even though it fails in estimating the correct
energetics of the system. In Fig. (2) we report the
variation of the total energy from the centrosymmet-
ric (λ = 0) to the non-centrosymmetric (λ = ±1)
structures as a function of the amplitude of the po-
lar mode, within HSE. We found a bistable energy
profile characteristic of a ferroelectric material, with
an energy barrier of about 6 meV/unit cell; it is also
evident how polarization behaves almost linearly as a
function of λ. An analysis of the density of states and
anomalies in the Born Effective charges reveal a large
covalency in the bonding nature of SbSI, based on a
strong s− p hybridization between Sb and S ions, in
turn ionically bonded to iodine anions. Finally, the
interplay between ferroelectricity and spin-orbit cou-
pling has been investigated by focusing on the spin
texture of the conduction bands along the k∗

x(Γ−X)
and the k∗

y(Γ − Y ) directions perpendicular to the
FE polarization. It reveals sizeable k-dependent spin-
splitting and a coexistence of Dresselhaus and Rashba relativistic effects. The spin texture
can be reversed by switching the polarization [4, 5] (i. e. with an external electric field), so
that SbSI can be classified as a member of the interesting class of “ferroelectric relativistic
semiconductors” with appealing potential in spintronics.
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Materials that possess an electrical polarization
coupled to non-polar order parameters offer an
opportunity to control functionality, such as magnetism,
orbital order, or electronic bandwidth, with an electric
field. A promising set of materials for this type of
application are hybrid improper ferroelectrics, where
polarization can be induced via a trilinear coupling to
two octahedral rotations of different symmetry. Because
this mechanism does not require conventional zone-
center distortions, it opens the possibility of realizing
ferroelectricity in a wider range of chemistries. Hybrid
improper ferroelectricity was predicted theoretically
in A-site cation ordered superlattices1,2 and in
n=2 Ruddlesden-Popper (RP) materials.3 Recently,
hybrid improper ferroelectricity was experimentally
demonstrated in the n=2 RP compound Ca3Ti2O7.4

The observation of an unexpectedly low ferroelectric
switching barrier and abundant structural domains
suggests that these domains may be critical to the
switching process. Key issues that remain to be
understood include what are the specific structural
properties of Ca3Ti2O7 that enable this low-energy
switching, and how these properties could be further
optimized.

To address these questions, in this talk we analyze
possible ferroelectric switching pathways that are
facilitated by the presence of orthorhombic twin domains
and vertical stacking faults in the n=2 RP structure
of Ca3Ti2O7. Utilizing group theoretical methods and
Landau expansions, we first analyze the crystal structure
and domains of Ca3Ti2O7 with the goal of identifying
likely low-energy switching pathways. Then, using first
principles calculations, we compute the energy barriers of
the various switching pathways and study the evolution
of the octahedral rotation and polar order parameters
during these switching processes. Our results offer insight
into what is the likely switching mechanism in Ca3Ti2O7,
and which order parameter is primarily responsible for
controlling the energy barriers.

The ground state ferroelectric structure (space group
A21am) of Ca3Ti2O7 is shown in Fig. 1. This structure
consists of perovskite slabs of thickness n=2, separated
by a rocksalt layer. Due to the trilinear coupling between
the two octahedral rotation order parameters and the
polarization, the simplest possibility for switching the
polarization by 180◦ is a one-step process where either
one of the octahedral rotations is turned off, and then
turned on again, with the opposite rotation “sense”.
These two switching pathways were already considered
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FIG. 1. (a) Ferroelectric A21am ground state structure of
Ca3Ti2O7. (b) and (c) show a top view of slabs A and B,
respectively, looking down the [001] axis, and list the local
order parameters defined for that slab. The purple/green
represents the Ca ions moving to the right/left, respectively.

in Ref. 3.
What are other possible ferroelectric switching

pathways facilitated by the n=2 RP structure? To
elucidate other possibilities, we introduce a language of
order parameters local to adjacent perovskite slabs A
and B, as defined in Fig. 1 (previous works use irreps of
I4/mmm as order parameters). In our local picture, in
each slab α = (A,B), there are two octahedral rotations,
Rα1 and Rα2 , coupled trilinearly to the polarization Pα in
that slab:

F ∼ R
(A)
1 R

(A)
2 P (A) +R

(B)
1 R

(B)
2 P (B). (1)

(one arrives at an equivalent formal Landau theory
regardless of whether one works with these local order
parameters or order parameters that transform like irreps
of I4/mmm).

A new possibility for ferroelectric switching can be
understood by comparing Fig. 1(a) and Fig. 2. In
Fig. 1(a), a net polarization develops because the Ca
ions in both slabs move in the same 2-against-1 pattern.
In contrast, Fig. 2 depicts a structure where the Ca
ions in slabs A and B move with opposite 2-against-
1 patterns, so the resulting structure is anti-polar with
no net polarization. In this anti-polar structure, each
perovskite slab has two octahedral rotations that couple
trilinearly to the polarization in that slab (space group
Pnma); it can be obtained from the structure in Fig. 1(a)
by switching the sense of one of the octahedral rotations
in one of the perovskite slabs. Thus, the ferroelectric and
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FIG. 2. Anti-polar structure Pnma.

Switching path Energy/Ti [meV]

1-step: reverse a−a−c0 rotation 93

1-step: everse a0a0c+ rotation 57

2-step: orthorhombic twin 41

2-step: anti-polar 32

TABLE I. Energy barriers calculated from first principles for
Ca3Ti2O7 ferroelectric switching pathways.

anti-polar structures are quite similar, so we expect them
to be close in energy. Our first principles calculations
confirm this: we find that the anti-polar structure in
Fig. 2 is only 7 meV/Ti higher in energy than the
ferroelectric ground state. Therefore, a “two-step”
switching process, where first the polarization in one
slab is reversed, bringing the structure to an anti-polar
intermediate state, and then the polarization in the other
slab is reversed, is likely low energy.

A second possibility is polarization switching via
an orthorhombic twin domain,4 an example of which
is illustrated in Fig. 3. The A21am structure
has eight structural domains which are determined
by combinations of the octahedral rotation order
parameters.4,5 Starting with a domain with, for example,
polarization along [110], as shown in Fig. 3(a), the
polarization could be reversed by a two-step process:

first rotating the polarization by 90◦ (b), and then again
by 90◦ to a domain with polarization along [-1-10] (c).
Changes to both the octahedral rotations accompany this
rotation of the polarization vector, but both octahedral
rotations are non-zero throughout the switching process
(in at least one of the slabs). In both the two-
step ferroelectric switching processes considered here,
either via an anti-polar intermediate or an orthorhombic
twin domain, the trilinear coupling remains non-zero
throughout, which is a key difference compared to the
one-step switching processes previously discussed.

Having gained intuition from this analysis, we then use
first principles methods to calculate the energy barriers
for the various switching pathways described above; the
results are presented in Table I. While a full description

P P P 

[110] 
[-110] 

(a) (b) (c) 

FIG. 3. Schematic of polarization switching via an
orthorhombic twin domain. Here the structure is viewed along
the [001] axis. Note that only one perovskite slab is shown
here for simplicity.

of the dynamic ferroelectric switching process is belong
the scope of T = 0 first principles calculations, these
results can offer insight into the likely pathways. We find
that both two-step switching pathways are lower energy
than the one-step possibilities. In addition, we use our
first principles calculations to carefully analyze how the
octahedral rotation and polar order parameters evolve
throughout the switching process, which offers insight
into which structural distortion is the most significant
determining factor for the energy barriers.

Finally, we discuss how the ferroelectric switching
barriers can be modified via biaxial strain and Sr-doping,
and comment on our results in light of the experimental
results from Ref. 4 on Ca3−xSrxTi2O7.
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Introduction Sesquioxides of A2O3 or ABO3 (A, B = Al, Fe, Ga) show a polymorphism. 
For example, Al2O3 has intermediate phases of χ-Al2O3, κ-Al2O3, κ’-Al2O3, η-Al2O3, 
θ-Al2O3, and δ-Al2O3 through the crystallization process of aluminum hydrates into 
final stable phase of α-Al2O3. Gallium nitrates decompose into stable β-Ga2O3 through 
intermediate metastable phases of γ-Ga2O3, α-Ga2O3, δ-Ga2O3, and ε-Ga2O3. Iron 
compounds decompose into stable phases of FeO (wüstite), Fe3O4 (magnetite), and 
α-Fe2O3 (hematite) depending on the oxygen partial pressure. Nanoparticle of 
metastable phase of γ-Fe2O3(maghemite) with a defect spinel structure crystalizes into 
ε-, β-, and finally to α-Fe2O3, depending on their sizes. Among sesquioxides above, 
κ-Al2O3, ε-Fe2O3, and ε-Ga2O3 have the structure (hereafter, we call as 
κ-Al2O3-structure). Figure 1(a) shows the κ-Al2O3 structure compared with the 
structures of corundum (Fig1(b)) and spinel (Fig.1(c)). In the textbook of crystal 
chemistry, the structures of corundum and spinel are classified as oxygen-closed-packed 
system.  κ-Al2O3-structure is also characterized as an oxygen-close-packed system, but 
the sequence of oxygen-close-packed layers is expressed as ACABACAB….., whereas 
corundum and spinel structures have the sequences of ABAB……. and ABCABC, 
respectively. ε-Fe2O3 has recently attracted researchers’ attention for its large coercive 
field of 20 kOe [1]. Ferroelectric hysteresis loop for epitaxially grown ε-Fe2O3 thin film 
gives a polarization of 2 µC/cm2 at room temperature [2]. ε-Fe2O3 and its related 
compounds have become a key material, like BiFeO3, as a target of the multiferroic. 
ε-Fe2O3 allows to be dissolved by trivalent ions, such as Al3+ and Ga3+, keeping the 
same structure, and the solid solution also shows a ferroelectricity and ferrimagnetism.  
Among κ-Al2O3–type complex oxides, only GaxFe2-xO3 (0.8≦x≦1.2) exists as stable 
phase at ambient temperature, while AlxFe2-xO3 does as a high temperature phase  

(x~1.0, 1310≦T≦1500 ℃). Epitaxially grown GaFeO3 film shows a clear P-E 
hysteresis of the magnitude of 1 µC/cm2, which is much smaller than the calculated 



value, 25 µC/cm2, derived from the first principle calculation [3]. The reason for the 
difference between the calculated and experimental values of one order in magnitude is 
not clear at the present time.  
    In this study, we report ab initio calculation of the magnitude of the polarization 
and the energy for polarization switching in κ-Al2O3-type compounds of κ-Al2O3, 
ε-Ga2O3, and ε-Fe2O3 in the first part. Secondly, we report the structure and ferroelectric 
properties of AFeO3 (A=Ga, Al, Sc, and In) thin films.  
 Results and discussions Previous report on the ab initio calculation for GaFeO3 [3] 
assumes the non-polar phase of Pnna during polarization switching between polar 
structures of Pna21. In the present study, we used Pbcn structure as an intermediate 
phase for the switching of κ-Al2O3, ε-Ga2O3, and ε-Fe2O3. Then we found that the 
activation energy for the polarization switching is the 0.08 ~ 0.16 eV, which is fairly 
smaller than the reported value of 0.5 eV[3]. Fig.2 shows the HAADF-STEM image for 
GFO0.8 viewing from the same direction of Fig.1(a). The cation arrangement in Fig.2 
corresponds to that of Fig.1(a), manifesting the upward polarization of GFO0.8 on the 
SrTiO3 substrate. We confirmed that all the AFeO3 (A=Ga, Al, Sc, and In) films with 
κ-Al2O3 structure showed a ferroelectricity. Fig.3 shows P-E loop for ScFeO3 film. The 
Polarization switching is closely related to the shearing of the oxygen-closed-packed 
layers, and the detail will be explained in the presentation. 
References [1] Jin and Ohkoshi, Adv. Mater., 16, 48 (2004). [2] Gich et al., Adv. Mater., 
26, 4645 (2014). [3] Stoeffler, J. Phys.:Condensed Matter 24, 185502 (2012). 
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Fig.1 Comparison of three structures of κ-alumina, colundum, and spinel.  

Fig.2 HAADF image for GFO0.8. 
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Ferroelectricity in corundum derivatives

Meng Ye and David Vanderbilt
Department of Physics and Astronomy, Rutgers University, Piscataway, New Jersey 08854-8019, USA

Ferroelectricity requires a material to have a sponta-
neous electric polarization that can be reversed by an
external electric field. The search for new ferroelectric
(FE) materials holds promise for broadening our under-
standing of FE mechanisms and extending the range of
application of FE materials. Recently, the research on
multiferroics, in which FE and ferromagnetic orders co-
exist in the same material, further extends the applica-
tion of FE materials.

The most intensively studied family of FE oxides is
that of the perovskite oxides such as BaTiO3. Per-
ovskite oxides have the chemical formula ABO3 with the
A cation much larger than the B cation. The FE distor-
tion is usually driven by B-site off-centering and typically
requires an empty d shell on the B cation, which is not
compatible with magnetism.

The corundum derivatives ABO3 and A2BB
′O6 can

be derived from the corundum structure with cation or-
dering. They have a 10-atom rhombohedral unit cell as
shown in Fig. 1. Most corundum derivatives are polar
and thus can potentially be new ferroelectrics. A well-
known example of a FE corundum derivatives is LiNbO3

(LNO). The polarization in these materials is driven by
the small A cation, so that the B and B′ cations are not
required to be in the d 0 configuration. The huge number
of combinations of A, B and B′ cations in the corun-
dum derivatives open the possibility to achieve not only
ferroelectricity but also multiferroicity.

In this work, we have used first-principles density-
functional methods to systematically study the polar
structure, the coherent and domain-wall-mediated FE re-
versal barriers for a variety of corundum derivatives. We
have also identified the conditions under which the mag-
netic ordering is compatible with ferroelectricity. Finally,
several empirical measures were found that can provide
a rule of thumb for estimating the barrier energies.

In the corundum derivatives, the cations are spaced
along the three-fold rotation axis and each one is sur-
rounded by a distorted oxygen octahedron. Based on
the combinations and arrangements of cations, corun-
dum derivatives can be classified into four types, which
we denote as follows. An oxygen octahedron with an A
or B cation inside is written as “A” or “B”, and if an
oxygen octahedron is cation-vacant, the octahedron is
denoted by “−”. Then we use this notation to represent
the six face-sharing oxygen octahedra in the unit cell for
each of the four different types of corundum derivatives,
i.e., LNO-type ABO3 is AB − AB−, ilmenite ABO3 is
AB−BA−, ordered-LNO A2BB

′O6 is AB−AB′−, and
ordered-ilmenite A2BB

′O6 is AB −B′A−.

α 

β 

γ 

δ 

Oxygen

ξ1

ξ2

FIG. 1. Structure of corundum derivatives. The unit cell in
the rhombohedral setting is shown at the left; an enlarged
hexagonal-setting view is shown at right. The cations α, β,
γ, and δ are are all identical in the A2O3 corundum structure.
For LNO-type ABO3, β = δ = A, α = γ = B; for ilmenite
ABO3, β = γ = A, α = δ = B; for ordered-LNO A2BB

′O6,
β = δ = A, γ = B, α = B′; for ordered-ilmenite A2BB

′O6,
β = γ = A, δ = B, α = B′. At left, ξ1 (or ξ2) is the distance
between β (or δ) and the oxygen plane that it penetrates
during the polarization reversal.

The polarization reversal process in corundum deriva-
tives can in principle be associated with the motion of
either A or B cations along the rhombohedral axis, such
that the cation penetrates an oxygen plane and migrates
into an adjacent unoccupied oxygen octahedron [1-2].
In our notation, the polarization reversal process inter-
changes A or B with −. For example, the LNO-type
structure changes from AB − AB− to −BA − BA. We
insist that the structures before and after the reversal
should be related by inversion symmetry; this considera-
tion eliminates ilmenite and ordered-ilmenite structures
from consideration as FE candidates.

For the LNO-type and ordered-LNO FE candidates, we
studied the energy profiles of the coherent and domain-
wall-mediated FE reversal barriers. In all cases the small-
er cations are on the A sites and are the ones which are
responsible for the polarization reversal. As illustrated in
Fig. 1, we defined ξ1 and ξ2 as the distance between each
A cation and the oxygen plane that is penetrated as the
A atom moves along its path. Then we used ξ1 + ξ2 as a
structural constraint and the energy profile of the reversal
path was calculated by controlling the constraint. For the
coherent barrier, every unit cell undergoes the same po-
larization reversal process simultaneously. On the other
hand, for the domain-wall-mediated barrier calculation-



2

Before          Midpoint          After

FIG. 2. The structural evolution along the polarization re-
versal path of LNO-type and ordered-LNO corundum deriva-
tives. “Before” and “After” are the initial and final structures
on the polarization reversal path, while “Midpoint” denotes
the structure halfway between these.

s, we constructed two adjacent domains with opposite
polarizations, and only the unit cell at the domain wall
undergoes polarization reversal.

We applied the above methods to the LNO-type corun-
dum derivatives LiNbO3, LiTaO3, ZnSnO3, FeTiO3, and
MnTiO3, and to the ordered-LNO corundum deriva-
tives Li2ZrTeO6, Li2HfTeO6, Mn2FeWO6, Mn3WO6,
and Zn2FeOsO6. The structural evolution along the po-
larization reversal path is illustrated in Fig. 2, and the
sequential movements of the A cations are depicted by ξ1

-1 0 1

-1

0

1



 



 LiNbO3-type 
 Ni3TeO3-typ



 LiNbO3-type path1  
 Ni3TeO3-type path1

 LiNbO3-type path2
 Ni3TeO3-type path2

FIG. 3. Movements of A atoms in LNO-type and ordered-
LNO corundum derivatives along the polarization reversal
path. ξ1 and ξ2 are the distances from A atoms to the oxy-
gen planes that are penetrated in the polarization reversal
procedure, here rescaled to a range between −1 and 1. The
“path1” (filled symbol) is related to the “path2” (open sym-
bol) by interchanging the definitions of ξ1 and ξ2.

TABLE I. Coherent FE barrier ECoh
barrier, domain-wall-

mediated FE barrier EDW
barrier, and spontaneous polarization

P S for the materials covered by this study. A notation like
“udu” describes a magnetic state in which spins are up (“u”)
or down (“d”) on atoms β, δ and γ in that order.

magnetic ECoh
barrier EDW

barrier P S

order (meV) (meV) (µC/cm2)
LiNbO3 — 259 98 82
LiTaO3 — 129 55 57
ZnSnO3 — 241 86 57
FeTiO3 AFM 763 — 105
MnTiO3 AFM 468 220 94

Li2ZrTeO6 — 57 28/39 33
Li2HfTeO6 — 61 32/42 32
Mn2FeWO6 udu 215 — 63
Mn3WO6 uud 240 161/210 69
Mn3WO6 udu 272 170/205 70

Zn2FeOsO6 FiM 92 — 52

and ξ2 quantitatively in Fig. 3. The “Before” and “Af-
ter” structures in Fig. 2 correspond to the points at the
top right and bottom left corners of Fig. 3 respectively.
The ideal “Midpoint” structure would correspond to the
origin on the plot, but we find that the reversal path does
not pass through this point because of an unstable mode
along the ξ1 = −ξ2 direction. Our “Midpoint” in Fig. 2
is thus displaced from the origin along the dashed line
ξ1 = −ξ2. The path for ordered-LNO is similar, excep-
t that the the ground-state symmetry does not enforce
ξ1 = ξ2.

The coherent barrier energy ECoh
barrier, the domain-wall-

mediated barrier energy EDW
barrier, and the spontaneous

polarization P S of these FE candidates are summarized
in Table I. The domain walls of the ordered-LNO are
asymmetric depending on the relative position between
the P S and −P S domains, so there are two domain-wall-
mediated energy barriers for each ordered-LNO materi-
al. Our results predicted several corundum derivatives
with low coherent barrier and low domain-wall-mediate
barrier energy, which are possible new FE materials. In
the calculations, we also found that some materials with
transition-metal cations, such as Mn2FeWO6, becomes
conducting during the FE reversal; only d3, d5, and d8

spin configurations were compatible with insulating FE
path. Finally, we discovered that the coherent barrier is
correlated with the off-center position of the A cations in
the octahedron, while the domain-wall-mediated barrier
is determined by how loosely the A cation is bonded in
the oxygen octahedron.

[1] I. Inbar and R. E. Cohen, Phys. Rev. B 53, 1193
(1996).
[2] M. Veithen and Ph. Ghosez, Phys. Rev. B 65, 214302
(2002).
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Topological defects such as vortices and antivortices are now widely recognized as constituting a prime topic in
different areas of physics, ranging from cosmology to liquid crystals and, to a lesser extent, ferroelectrics. Here, we
examine point topological defects, seeking to deepen the understanding of the means by which such features correlate
to ferroelectric behavior.

1 Frustration and self-ordering of topological defects in ferroelectric nanocomposite1

Geometrical frustration is an inevitable feature of a wide variety of systems and has focused considerable interest
on the unusual phenomena it prompts, among which are spin ice and spin liquid phases. Unlike the frustration
inherent to disordered systems such as spin glasses wherein competing interactions fail to be simultaneously satisfied,
geometrical frustration can manifest in well-defined structures as a result of the incompatibility between the geometry
of the latter and the interactions governing the collective behavior of a set of degrees of freedom.

Fig. 1: (a) Microstructure (in-plane component of local modes and defects distribution) for a configuration with a checkerboard
arrangement of the wires’ chirality at 5 K. Blue (red) circles denote vortices (antivortices). Dark (light) arrows indicate
the dipoles liying in the wires (matrices). (b) Monte Carlo time autocorrelation function G(δts) of the spatial distribution
of topological defects at 5 K. Inset shows the spatial probablity distribution of defects occurrence at 5 K. Yellow to dark
blue gradient color indicates high to low probability of occurrence. (c) Temperature dependence of the inverse in-plane
susceptibility χ−1

⊥ . Vertical arrows indicate the transition temperature at which vortices and antivortices order in the matrix
(Tord), and the Curie-Weiss temperature (θCW). Red line is a linear fit of the high temperature values of χ−1

⊥ .

Using a first-principles-based effective Hamiltonian (Heff) technique2 , we investigate a chiral ferroelectric nanocom-
posite consisting of a square array of BaTiO3 nanowires embedded in a less polarizable matrix (Ba0.15Sr0.85TiO3). We
find that, as a result of the weak coupling between the chiralities of the wires, independent choices of spontaneous
chiral symmetry breaking in each of the wires geometrically constrains the matrix to incompatible orientational bound-
ary conditions. Assessment of the frustration index based on the dielectric susceptibility3 attests of the geometrical
frustration the system is subjected to. In response to frustration, the matrix locally accommodates such orientational
incompabatibilities by featuring a self-assembled ordered structure of vortices and antivortices. Such structures are
found to spatially fluctuate while preserving the energy, thereby pointing to a residual entropy at the origin of ground
state degeneracy.

1 Y. Nahas, S. Prokhorenko, and L. Bellaiche, “Frustration and self-ordering of topological defects in ferroelectrics”, submitted

2 L. Walizer, S. Lisenkov, and L. Bellaiche, Phys. Rev. B 73, 144105 (2006).

3 A. P. Ramirez, Annu. Rev. Mater. Sci. 24, 453 (1994).

mailto:yousra.nahas@gmail.com


2 Evidence for an intermediate critical Berezinskii-Kosterlitz-Thouless (BKT) phase in ferroelectric films

Following the theorem of Mermin and Wagner, thermal fluctuations preclude true long-range order at any finite
temperature in two-dimensional (2d) systems with short-range interactions and O(2) symmetry. The behavior of these
systems, which are described by the 2d XY-model, is cast into the BKT theory that provides a paradigmatic example of
phase transitions mediated by topological defects; it predicts the occurrence of a transition from a disordered phase
with exponentially decaying correlations, to a low-temperature quasi-long range ordered phase with correlations
falling off as 1/rη (where η is a temperature-dependent critical exponent), as a result of the pairing of vortices and
antivortices. Although some systems, such as weakly interacting ultracold gases, effectively undergo such a transition,
the situation described by the XY-model is scarcely met in experiments. A more realistic model has to account for
crystal-field anisotropy and long-range dipolar interactions which may alter the nature of the transition.

Fig. 2: Temperature dependence of Binder’s fourth-order cumulant4 UL for different lateral sizes (L) of the periodic supercells.
Inset provides the behavior of U26 vs U24. A line of critical points for which U26=U24 is clearly seen (shaded area). It is
indicative of a correlation length exponentially divergent (ν = ∞), sign of the existence of an intermediate BKT phase. Lower
panel shows the temperature evolution of the symmetrized probability distribution of local dipole moments within L=30

supercell. The system transits from a uniform distribution characteristic of a disordered state at high-T to four isolated spots
representative of a fourfold-degenerate ground state, through an approximate continuous rotational symmetry with nearly
annular distribution at intermediate-T. The ring’s distortion reflects the anisotropy of the underlying crystal lattice.

Seeking to address the question of the stability of BKT phase against the introduction of anisotropy and long-ranged
dipolar interactions in ferroelectrics, we inspect the critical properties of BaTiO3 thin film (∼ 12 Å) under tensile
strain (3%) using the Heff scheme and finite-size scaling arguments. The system can be effectively regarded as quasi
two-dimensional with the fluctuations of polarization constrained to lie within the film plane. At low temperatures,
the fluctuations are sufficiently reduced leading to the stabilization of truly long-range ordered fourfold-degenerate
ground state below a transition temperature TC. Remarkably, we find evidence for a narrow critical phase above TC
with an emergent approximate continuous symmetry, reminiscent of the intermediate BKT phase between the low-T
ordered phase and the high-T disordered phase of the square planar rotator model with small fourfold symmetry-
breaking field5. The intermediate phase is a critical BKT phase exhibiting correlations of the order parameter that decay
algebraically in space. Its upper critical temperature, TBKT , marks the transition to the paraelectric phase and coincides
with a value η ∼ 0.25 of the extracted critical exponent. Inquiring into the behavior of point topological defects, we
further corroborate the BKT nature of this intermediate phase TC < T < TBKT , as we find it to be concomitant with a
bound state of vortices-antivortices pairs. The latter are found to unbound and proliferate for T > TBKT while they
annihilate for T < TC.

In summary, while the critical behavior is usually determined by the spatial dimensionality and the symmetry of
the order parameter, in some cases such as the one here reported, at criticality, a higher, quasi-continuous symmetry
of the discrete order parameter may emerge, rendering the associated critical behavior richer than expected. Indeed,
while we find that the fourfold anisotropy is relatively irrelevant in the intermediate critical BKT phase where the 2d
XY-model properties are recovered, it reasserts itself restoring the fourfold-symmetry at low temperatures.

This work is supported by ARO grant W911NF-12-1-0085 and DARPA grant HR0011-15-2-0038. Some computa-
tions were also made possible thanks to the MRI grant 0722625 from NSF, the ONR grant N00014-15-1-2881 (DURIP)
and a Challenge grant from the Department of Defense.

4 K. Binder, Z. Phys. B: Condens. Matter 43, 119 (1981).

5 E. Rastelli, S. Regina, and A. Tassi, Phys. Rev. B, 70,174447 (2004).
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Understanding Negative Thermal Expansion in 
Improper Ferroelectric Ruddlesden-Popper Oxides 

from first principles 
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Lattice distortions and the coupling between them are important in controlling the 

electronic and mechanical behaviour of perovskites and related materials, such as 

Ruddlesden-Popper oxides. Examples include the emergence of the polar mode 

through a second order Jahn-Teller distortion in proper ferroelectrics [1] and as a 

secondary order parameter in improper ferroelectrics [2]. Another example is negative 

thermal expansion, which has also been shown to arise in a number of network 

structures by a 'tension mechanism' involving rigid unit modes, that is, lattice 

distortions of rigid oxide octahedral units [3,4]. Understanding how to control these 

modes and their coupling is a step towards developing the microscopic understanding 

required to design materials with different functionalities. Such design rules are 

becoming established in the field of ferroelectrics whereby non-polar modes couple to 

make polar modes by design [5,6,7,8].  

Recent experiments have shown the existence of a paraelectric phase displaying 

strong uniaxial negative thermal expansion (NTE) which competes with an alternative 

phase exhibiting improper ferroelectricity (FE) in a Ruddlesden-Popper compound, 

Ca3Mn2O7 [9]. The coincidence of NTE and FE in the same system is particularly 

interesting. Both FE and NTE have been argued to arise as a result of octahedral tilt 

modes [6,9]. However, whilst FE requires these tilts to be condensed into the system, 

such that the polar distortion may also condense due to trilinear coupling, NTE is 



thought to arise due to the dynamic appearance of these tilts as soft phonon modes, 

hence the competition between these NTE and FE phases. 

We have performed a number of calculations on the Ruddlesden-Popper 

(Ca,Sr)n+1GenO3n+1 system using first-principles density functional theory in order to 

understand this competition. From the results of these, I will discuss the origin of 

NTE in these materials and show that negative thermal expansion is caused by 

octahedral tilt and rotational modes and the strong couplings between these modes to 

one another and to the strain. I will also discuss why the Ruddlesden-Popper system is 

conducive to this type of NTE and how the level of NTE, both the magnitude and the 

temperature range, may be controlled through physical and chemical alterations.  

 

 

 

Figure 1: a) General scheme for competing phases in Ruddlesden-Popper oxides showing NTE b) 

Grüneisen parameters for lowest frequency modes in NTE phase.  
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Finite-temperature properties of PMN-25PT nanodot 
from First-principles
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Relaxor ferroelectric systems (bulk or nanostructure form) are very important because of their unusual properties and 
potential  applications  [1,2].  Interestingly,  atomistic  simulations  can  reveal  many  interesting  features  of  bulk  or 
nanostructured materials that may lead to new applications.  For example, calculations of the dipole pattern in nanodots 
of BaTiO3 and PbZr1-xTixO3 [3,4] showed a vortex structure, which is characterized by a toroidal moment.  In this study, 
we use first-principles-based techniques to investigate Pb(Mg1/4Nb1/2Ti1/4)O3 nanodots, (denoted as PMN-25PT nanodot), 
for  several sets of atomic and  oxygen vacancies (OV) distributions. The aim of this study is to find the effects of 
nanodot's size (volume and shape) and the effects of atomic and OV distributions on the dipole pattern of PMN-25PT 
nanodots, and the dependence of this property on temperature.

In this work, we first extend the effective Hamiltonian developed in reference [5] to include the influence of surfaces 
and OV by adding energetic terms that characterize the interaction of surfaces and OV with local dipoles and strains. 
Then  we  use  Monte-Carlo  (MC)  simulations  to  demonstrate  the  structure  and  properties  of  the  system  under 
investigation.  

We  numerically  simulate  two  kinds  of  distributions (disordered  and  perfectly  ordered  distribution)  of B-atoms 
(Mg/Ti/Nb) in several PMN-25PT  nanodots  of different sizes. In  the  disordered distribution, the three B-atoms are 
randomly distributed along the [001]c, [010] and [001]c directions, while in the perfectly ordered  distribution, the three 
B-atoms are distributed in  a special  way, so that no net random electric field on B-sits, (random electric field results 
from the  difference  in  valence  charge  between the  three  B-atoms).   During  simulations,  the  size  of  the  dot,  the 
distribution of B-site  atoms and  the  OV distribution are kept fixed. The output of MC simulations are local modes 
(ux,uy,uz), which are  directly  proportional to polarizations, homogenous strains, toroidal moments,  and hyper-toroidal 
moments.

Our primary results reflect the importance of distribution of atoms and nanodots' size.  First, as displayed in Fig.1 for 
the ideal open-circuit system (the parameter that controls the depolarizing field β=0.0), the vortex does not appear in the 
disordered nanodot of size 6x6x6 [cf.  Fig.1(a)],   while the dipole pattern does  show some signature of vortex  in  the 
perfectly ordered nanodots of the same size as shown in Fig.1(b).  However, the vortex clearly appears in VCA PMN-
25PT nanodot, which does not have random field, of size 6x6x6, and in the disordered PMN-25PT nanodot of size 
10x10x10 [cf. Fig. 1(c) and (d)].  Second, for the ideal short circuit condition (β=1.0), the low temperature phase of the 
disordered PMN-25PT nanodot of size (10x10x10) is tetragonal, (ux= uy= 0.0, |uz| > 0), while it is monoclinic MC (ux= 0, 
|uy|  > 0,  |uz|  > |uy|)  for  the  perfectly  ordered PMN-25PT  nanodot as seen in Fig.  2(a) and (b).   However, the low 
temperature phase for disordered and perfectly ordered PMN-25PT bulk is rhombohedral (|ux| = |uy| = |uz| > 0).  Such 
difference is likely due to the depolarizing fields that is present in nanodots. These results, as well as others (e.g., the 
effects of OV distributions), will be discussed in detail.

This work is supported by King Abdulaziz City for Science and Technology under grant number 11-NAN1414-10.
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Fig.1(a): Local mode pattern in the x-y plane at T=100K for disordered 
              PMN-25PT nanodot of size 6x6x6. 

 Fig1(b): Local mode pattern in the x-y plane at T=100K for the 
               perfectly ordered PMN-25PT nanodot of size 6x6x6.

 Fig.1(c): Local mode pattern in the x-y plane at T=100K for VCA  
                PMN-25PT nanodot of size 6x6x6 .

 Fig.1(d): Local mode pattern in the x-y plane at T=100K for disordered 
                 PMN-25PT nanodot of size 10x10x10.

Fig.2(a): Local modes versus temperature for disordered PMN-25PT 
               nanodot of size 10x10x10 and  β=1.0.

Fig2(b): Local modes versus temperature for perfect-ordered PMN-25PT 
               nanodot  of size 10x10x10 and  β=1.0.
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There is currently a growing interest for structural and electric properties of ferroelectric and 

ferroelastic domain walls. The emerging field of so-called domain boundary engineering [1,2] holds 

the promise of using the distinct functional properties of domain walls in and as devices. We are 

particularly interested in Mg-doped LiNbO3, which has drawn attention after reports of photo-

induced conductivity at their domain walls [3]; and CaTiO3, for the experimental evidence of polar 

domain boundaries in an otherwise non-polar matrix [4,5]. 

LiNbO3 

We use a low energy electron microscope (LEEM) to observe out-of-plane ferroelectric domains of 

a Mg-doped LiNbO3 single crystal. At very low electron kinetic energy, called mirror electron 

microscopy (MEM), electrons are reflected without penetrating the sample surface [6]. At higher 

kinetic energy, the electrons penetrate the surface. In between the reflectivity gives a measure of the 

local work function or surface potential [7]. 

Figure 1(a) shows the surface potential measured across microscopic region of the LiNbO3 surface. 

Two domain walls are visible. As shown in Fig. 1(b), they are characterized by an asymmetry in the 

intensity arising from the electrons being deflected by the electric field due to the domain wall 

dipole. By studying samples with controlled topography (height difference between domains, step 

sharpness and surface roughness), we show that the changes in the signal due to local surface 

potential variations dominate those due to physical topography. 

   

a) b) 



Figure 1 (a) Relative surface potential (in eV) and (b) intensity profile across domain wall extracted 

from MEM images. 

 

CaTiO3 

Since MEM is sensitive to local surface charge, we use it to study the possible polar nature of 

CaTiO3 domain boundaries. Figure 2(a) shows the electron image of the surface. As expected, 

adjacent domains present the same intensity because the material is non-polar and the work 

function is not expected to change from one domain to another. However, at twin domain 

boundaries, thin black and white lines are visible. In Fig. 2(b), an Atomic Force Microscopy image 

shows that the contrast depends on the orientation of the twin boundary. In particular, valleys, 

whose physical topography is expected to concentrate and enhance intensity are dark in the electron 

image, providing strong evidence for a polar domain wall. By adjusting the focusing conditions of the 

LEEM we observe behavior consistent with locally charged domain walls. We thus provide direct in-

situ evidence of the polar nature of ferroelastic twins in CaTiO3. 

  

Figure 2 (a) Electron and (b) AFM image of the same region of the CaTiO3 surface correlating 

electron reflectivity as a result of surface charge/potential and physical topography. 

The ability to observe the domain boundary region in wide-band-gap oxides opens the path for a 

better understanding of domain walls in a whole range of functional oxides. This should be a real 

step forward in the characterization of domain wall engineering. 
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The conventional description of phase transitions in ferroelectrics is based on 

canonical thermodynamic functions and always assumes the thermodynamic limit of 

an infinite system. However, ferroelectrics at nanoscale recently became of high 

interest due to their potential applications in miniaturized devices. It is also very 

difficult to estimate the thermal average of some microscopic quantities with 

satisfactory accuracy by using standard Metropolis Monte Carlo and molecular 

dynamics methods due to the critical slowing down near the phase transition 

temperature. Moreover, these methods do not give direct access to thermodynamic 

potentials. It is thus timely and more appropriate to use the microcanonical ensemble 

when mimicking ferroelectric systems [1,2]. 

Interestingly, a Monte Carlo method based on the density of states (or microcanonical 

ensemble partition function) proposed by Wang and Landau [3] has the potential to 

overcome these difficulties. In principle, this technique provides a route to calculate 

the density of states g(E), which is defined by the number of all possible states (or 

configurations) for an energy E of the system of interest. Once g(E) is determined, 

one can then calculate most thermodynamical quantities for all temperature with one 

single simulation! Moreover, the free energy (F) and the entropy (S) can be readily 

calculated, unlike in conventional Monte Carlo Metropolis simulations – which 

allows the investigation of challenging but important quantities. 

 

In this work [4], the Wang-Landau Monte Carlo algorithm is implemented within an 

effective Hamiltonian approach and used to conduct a detailed study of physical 

properties of BaTiO3 bulk. In this presentation, we will show how this approach 

allows a highly-accurate and straightforward calculation of various thermodynamic 



properties, including phase transition temperatures, as well as polarization, dielectric 

susceptibility, specific  heat and electrocaloric coefficient at any temperature. 
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Proper and improper ferroelectricity in the n=3 Dion-Jacobson material AA′2Ti2NbO10

Eric Bousquet,1 Neil C. Hyatt,2 and Emma E. McCabe3

1Theoretical Materials Physics, University of Liege B-4000 Sart Tilman, Belgium
2Department of Materials Sciences and Engineering, University of Sheffield,

Sir Robert Hadfield Building, Mappin Street, Sheffield S1 3JD, U.K.
3School of Physical Sciences, Ingram Building, University of Kent, Canterbury, Kent, CT2 7NH, U.K

Dion-Jacobson phases, of general formula AA′n−1BnO3n+1 , consist of perovskite layers composed
of n layers of corner-linked BO6 octahedra, separated by layers of alkali A′ cations. Their layered
perovskite structure is similar to that of the Aurivillius and Ruddlesden-Popper families in which
the stacking arrangements of the layers is different. The structural chemistry of the Dion-Jacobson
family is less understood than the two other families. Even though distortions similar to those found
in Ruddlesden-Popper and Aurivillius materials can be expected in the Dion-Jacobson phases, the
symmetries of the resulting Dion-Jacobson phase will not necessarily follow those determined for the
Ruddlesden-Popper and Aurivillius crystals. Recently, Benedek has demonstrated the importance
of hybrid-improper mechanisms for ferroelectricity in the n =2 Dion-Jacobson phases [1], which
motivated several works proving the piezoelectric and ferroelectric properties of ABiNb2O7 (A = Cs,
Rb) [2–4].
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FIG. 1. (Left) Illustration of the I4/mmm phase of CsBi2Ti2O10 Dion-Jacobson material (big light green, small red, purple,
blue and green spheres represent the Cs, O, Bi, and Ti/Nb atoms respectively). The central octahedra are represented in blue
and the outer octahedra are represented in green. (Central) Calculated phonon dispersion curves of the P4/mmm phase of
CsBi2Ti2O10. Negative values correspond to imaginary frequencies, i.e., to unstable phonon modes. The coordinates of the
high-symmetry points are X (1/2, 0, 0), M (1/2, 1/2, 0), A (1/2, 1/2, 1/2), R (1/2, 0, 1/2), and Z (0, 0, 1/2 ). From [5].
(Right) Same as the central panel but for CsLa2Ti2O10 where Bi has been replaced by La.

Here we report from experiment and first-principles calculations [5] that the n =3 CsBi2Ti2O10

Dion-Jacobson material adopts a proper ferroelectric structure below 545◦C (Ima2 space group). Our
structural studies from variable-temperature neutron powder diffraction (NPD) data on CsBi2Ti2O10

show that it adopts a polar structure at room temperature involving two modes of octahedral rota-
tion as well as ferroelectric displacements along the in-plane polar direction. At high temperature,
CsBi2Ti2O10 crystalises to a high symmetry tetragonal phase (P4/mmm space group). These struc-
tural studies are consistent with second harmonic generation (SHG) measurements and its relatively
low permittivity with maximum at 550◦C. Our Density Functional Theory (DFT) analysis of the
phonon instabilities of the P4/mmm phase (see Figure 1 right) and their successive condensation
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FIG. 2. DFT internal energy phase diagram of CsBi2Ti2O10 after the condensation of different combination of unstable modes
obtained in the P4/mmm phase. From [5]

show that the Ima2 phase of CsBi2Ti2O10 is a proper ferroelectric, unlike the n = 2 analogues.
Additionally, the DFT calculations show that the phase diagram of CsBi2Ti2O10 is complex and
exhibits numerous metastable phases of relatively close energies (see Figure 2). The lowest energy
phases suggest that further low-temperature phases combining proper and improper ferroelectricity
together may exists.

Going further, we also investigate the influence of A and A′ cations in AA′2Ti2O10 on the phonon
instabilities of the P4/mmm phase and the resulting low symmetry phase diagram. We explore
mixtures of A= Cs and Rb and A′ = Bi, La, Nd and Y and show the cation sizes and chemistry
can completely change the phase stability of the n =3 Dion-Jacobson materials (see Figure 1 for
the P4/mmm phonon dispersion curves comparison between CsBi2Ti2NbO10 and CsLa2Ti2NbO10),
consistent with analysis of variable temperature NPD data [6].
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Study on mixed crystals [N(CH3)4]2Zn1-xCoxCl4 (x=0, 0.5, 0.7, 0.9, and 1) by NMR  
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[N(CH3)4]2ZnCl4 and [N(CH3)4]2CoCl4 single crystals belong to the group of A2BX4-
type crystals, many of which have an incommensurate (INC) phase in their phase transition 
sequence [1]. Crystals of this type have attracted considerable interest owing to their several 
phase transitions. [N(CH3)4]2ZnCl4 undergoes five phase transitions, which occur at 161 K, 
181 K, 276.3 K, 279 K, and 296 K, respectively [2, 3]. On the other hand, [N(CH3)4]2CoCl4, 
undergoes six phase transitions, which occur at 122 K, 192 K, 276 K, 277.6 K, 280.1 K, and 
293 K, respectively. It should be noted that [N(CH3)4]2CoCl4 undergoes successive phase 
transitions that are similar to those of [N(CH3)4]2ZnCl4 [6]. 

 Here, [N(CH3)4]2Zn1-xCoxCl4 (x=0, 0.5, 0.7, 0.9, and 1) single crystals were grown 
from aqueous solutions using the slow evaporation method. We measured the temperature 
dependence of the cross-polarization/magic-angle spinning (CP/MAS) NMR spectrum for 1H 
and 13C nuclei of [N(CH3)4]2Zn1-xCoxCl4 in these solid solutions. In addition, spin-lattice 
relaxation times in the rotating frame, T1ρ, for 1H and 13C nuclei in [N(CH3)4]2Zn1-xCoxCl4 
according to the amount of impurity Co2+ ions were  

 
Fig. 1. Chemical shifts of the 1H MAS NMR spectrum as a function of temperature in 

[N(CH3)4]2Zn1-x CoxCl4 (x=0, 0.5, 0.7, 0.9, and 1).  

1 

 



determined. This is the first investigation of the local structures of [N(CH3)4]2Zn1-x CoxCl4, 
and we use our results to analyze the environments of the N(CH3)4 ions. The results also 
enable us to compare the structural properties of [N(CH3)4]2ZnCl4 and [N(CH3)4]2CoCl4: 
we examined the effect of substituting Zn ions with Co ions in [N(CH3)4]2ZnCl4, with a 
focus on the effects of Co impurities on structural geometry and relaxation mechanisms.  

The purpose of this study was to investigate how the local structure of pure crystal is 
affected by random presence of cations of different sizes and to determine the influence of 
such substitution on physical properties. After partial replacement of Zn2+ ions by Co2+ ions, 
the Co2+ ions occupy the same locations in the lattice as the Zn2+ ions previously did. 
Crystallographic structures in [N(CH3)4]2Zn1-xCoxCl4 (x=0, 0.5, 0.7, 0.9, and 1) can be 
understood by considering the differences due to chemical shifts of 1H MAS NMR and 13C 
CP/MAS NMR spectra. The NMR spectrum and T1ρ with x=0.5 and x=0.7 were similar to 
those for pure [N(CH3)4]2ZnCl4, whereas the NMR spectrum and T1ρ with x=0.9 were 
absolutely different. However, the presence of x=0.5 and 0.7 of Co2+ in the structure with 
does not lead to any differences in the chemical shift and relaxation behavior for 1H and 13C. 
Perhaps, this implies that the local environments surrounding 1H and 13C nuclei were not 
different. Consequently, [N(CH3)4]2Zn0.1Co0.9Cl4 showed structural properties of pure 
[N(CH3)4]2ZnCl4 as well as [N(CH3)4]2CoCl4. Our results indicate that the replacement of 
Zn2+ ions by a high concentration of Co2+ ions introduces a local distortion in structure of 
crystals. 
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Correct implementation of polarization constants in wurtzite materials and impact on III-nitrides
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Wurtzite materials (space group P63mc) have piezo-
electric and spontaneous polarization in the crystallo-
graphic c direction. Though this polarization is generally
not switchable by an electric field, it is of extreme techno-
logical importance. For example, polarization differences
between layers of a heterostructure allow for strong car-
rier confinement and the formation of a two-dimensional
electron gas with high density; this is exploited at Al-
GaN/GaN interfaces in high electron mobility transistors
(HEMTs). The effect of polarization can also be detri-
mental, for example causing the quantum-confined Stark
effect in quantum wells of light-emitting diodes (LEDs)
based on GaN and InGaN, which reduces radiative re-
combination rates and shifts the emission wavelength.
For both HEMTs and LEDs, accurate values of the SP
and PZ polarization constants are required for a funda-
mental understanding as well as for device design.

In this work, we consider two issues with the definition
of polarization constants for WZ materials, the choice
of reference for defining SP polarization, and the use of
“proper” versus “improper” PZ constants. While our
theoretical considerations are general, we choose the ni-
tride semiconductors as a suitable example to illustrate
the derivations because our findings have a significant im-
pact on this materials system of high (and still increasing)
technological importance.

Direct calculation of the formal polarizations by first-
principles electronic-structure methods is conducted us-
ing the modern theory of polarization (MTP).1,2 The cal-
culations in this study are based on density-functional
theory with the screened hybrid functional of Heyd,
Scuseria, and Ernzerhof (HSE)3 as implemented in the
Vasp code.4

The calculation of SP polarization requires the choice
of a reference structure. In the case of WZ semiconduc-
tors, this has invariably been chosen to be zincblende5,6

(ZB, space group F 4̄3m). Though ZB as a reference
structure is intuitively appealing, it has a nonzero for-
mal polarization in the [111] direction. We show that
this results in a spurious contribution when effective SP
polarizations have been implemented to determine polar-
ization differences between materials, and demonstrate
that a correction term must be included.

In order to avoid extensive changes in the simulation
software, and to enhance physical insight, the SP polar-
ization constants can be determined with respect to the
centrosymmetric layered hexagonal (H) structure refer-
ence structure (space group P63/mmc), which can be
obtained by an adiabatic (gap preserving) increase of the
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FIG. 1. Formal polarization of InN, GaN, and AlN for struc-
tures as a function of the internal structural parameter u,
varying between fully relaxed WZ (circled symbols) and H
(u = 0.5), as shown schematically by ball and stick models.

internal structural u parameter from u ≈ 0.37 − 0.38 of
the WZ structure to u = 0.5 (see Fig. 1). This is analo-
gous to the method used to define SP in a ferroelectric.

In addition, a complication that must be addressed is
the choice between improper and proper PZ constants.7
For implementation in device simulations, the PZ con-
stants that should be used correspond to the improper
case, since their role in the equation is to take into ac-
count the change in formal polarization of material with
strain.7 The current practice in the field, however, uses
the proper PZ constants.

FIG. 2. Absolute values for polarization sheet charges at the
InGaN/GaN interface as a function of alloy content predicted
from the implementation recommended in this work (red solid
curve), and the current practice in the field (black curve).
Points are experimental values from the literature.
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Figure 2 compares experimental measurements of po-
larization bound charge at InGaN/GaN interface, as a
function of alloy content, along with predicted bound
charges using the current practice in the field (SP con-
stants referenced to the ZB structure without the neces-
sary correction term, and proper PZ constants) and the
implementation recommended in this work (H reference
structure and the improper PZ constants).

We show that the success of current practice in the field
has hinged on a fortuitous cancellation of errors between

the spurious term from the use of the ZB reference for
the SP polarization and the proper PZ constants instead
of the improper ones. However, the two implementations
differ significantly in the relative contributions of SP and
PZ polarization. Fig. 3 shows the predicted polarization
bound charges for In0.2Ga0.4N/GaN (blue curves) and
Al0.2Ga0.4N/GaN (green curves) as a function of strain
relaxation of the layer. For both InGaN/GaN and Al-
GaN/GaN, the revised implementation of this work pre-
dicts a much faster decrease in bound charge at the in-
terface than the current practice in the field.
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After the discovery of a graphene with its extraordinary properties, other two-dimensional (2D) 
materials have got more scientific attentiont [1-2].  Among the 2D materials, metal 
chalcogenophosphate AIBIIIP2X6 (where A = Cu, Ag, B= In, Cr, Bi, and X= S, Se) crystals  are an 
interesting group of materials with (anti)ferroelectric and/or (anti)ferromagnetic properties [3-4]. These 
materials have been known for a long time and widely studied in the past, and are now experiencing a 
resurgence of interest because it is possible mechanically exfoliate their crystals down to several 
tenth of monolayer flakes that maintain the stable structure of the bulk crystal [2]. Most extensively 
studied member is CuInP2S6. It is the only one known material showing ferroelectric polarization 
behavior as a layered crystal at room temperature and above [5-6]. This compound has a unique 
characteristics and shows interesting physical properties when In is doped with Cr [7-8] or S with Se 
[9]. For the layered crystals CuInP2S6 and CuInP2Se6 the d10 electronic configuration of Cu+ cations 
determines possibility of second order Jahn – Teller effect and those cations shifting from by sulfur 
coordinated octahedral positions in middle of crystal layers to the quasi-trigonal positions near the 
layers edge [3-4, 10]. Such shift is supported by flexible ethane-like P2S6 groups, which are connected 
into enough rigid layers [11]. CuInP2Se6 is a new addition to this class of chalcogenophosphate 
materials. Calorimetric evidence for the occurrence of a broad phase transition between 220 and 240 
K in this compound was given in paper [3]. A single-crystal X-ray diffraction study showed that the 
high- and low-temperature structures of CuInP2Se6 (trigonal space group P-31c and P31c, 
respectively) are very similar to those of CuInP2S6 in the paraelectric and ferrielectric phases, with the 
CuI off-centering shift being smaller in the former than in the latter [3]. There the thermal evolution of 
the cell parameters of CuInP2Se6 was obtained by full profile fits to the X-ray diffractograms. Both cell 
parameters a and c slightly increase on cooling, only at T=226 K a parameters show a local minimum.  

A) B) 

Fig. 1. CuInP2Se6 surface A) 1.8x1.8 µm single frequency amplitude image obtained in contact mode 
(SFPFM) at 120 K, B) 4x4 µm topographic image obtained by non-contact mode (KPFM) at 120 K. 

 

This behaviour is quite different from the anomalous increases found in the cell parameters of 
CuInP2S6 when heating through the transition [4, 12]. The important feature of selenides is the higher 



covalence degree of their bonds. Evidently, for this reason the copper ion sites in the low-temperature 
phase of CuInP2Se6 are displaced only by 1.17 Å from the middle of the structure layers in 
comparison with the corresponding displacement 1.58 Å for CuInP2S6 [4, 13-14]. These facts enable 
to assume the potential relief for copper ions in CuInP2Se6 to be shallower than for its sulphide 
analog. Presumably, for this reason the structural phase transition in the selenide compound is 
observed at lower temperature than for the sulphide compound. Despite the multiplicity of the 
investigations, microscopic material properties are not well known. For this reason we focused our 
attention on the observation of domain structure temperature dependence and repolarization 
processes in CuInP2Se6 crystals by single frequency piezoresponse force microscopy (SFPFM) and 
Kelvin probe force microscopy (KPFM). The topography and domain structure of cleaved 2D 
ferroelectric CuInP2Se6 crystal is shown in Fig. 1. The main features in the topography are the steps 
created by the layers of a material. This crystal contains bands of domains extended across the entire 
sample. The domains are continuous over the layer steps. This result shows that this system has 
three dimensional ordering of spontaneous polarization. The domains look different using SFPFM or 
KPFM. There are three levels of contrast in KPFM image, which is not readily explained by binary 
polarization distribution. It may be the effect of some depth (3D) sensitivity. More interestingly SFPFM 
shows bright lines (like domain walls) of 20 nm width, where PFM amplitude increases instead of 
decreasing like in CuInP2S6 [2]. One more obvious point is different domain structure, what can be 
related with the fact that system has two order parameters (dipolar and some structural). This can be 
confirmed with the fact that these two types of domain walls disappear at different temperatures: 210 
K and 230 K.  Here we discus about the origin of the domain wall aspects.  
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Transitions between BaTiO3 ca1/ca2 and a/c phases 
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In the abstract for the talk “Ferroelectric domain structures in low-strain BaTiO3”, the 
different domain structures for a ferroelectric BaTiO3 thin film under low epitaxial mismatch 
strain have been measured. A monoclinic ca1/ca2 phase and a transition at 50 ºC to a a/c phase 
has been reported experimentally [1]. 

 
Fig 1. PFM images of a single area at 
different temperatures, measured from low to 
high temperature. 
 
 
 
 
 
 
 
 
 
 
 

The transition from the ca1/ca2 phase towards the a/c phase with increasing temperature has 
been followed by Piezoelectric Force Microscopy (Fig 1). Through the phase transition ca2 
domains become ca1 domains (with the domain walls disappearing nearly one by one), while 
at the same time long c domains form within the ca1 domains (turning ca1 into a/c). XRD 
measurements have revealed that the domain wall orientation is inclined 45 º with respect to 
the substrate in both phases. This is in disagreement with the expectations of vertical domain 
walls for the  ca1/ca2 phase. The results could be consistent with a (111) domain wall . Such 
unexpected walls could form due to nucleation within the a/c (011) wall, subsequent growth 
and a kinetic trapping within this orientation. We also report here slim ferroelectric loops 
measured at room temperature in these films (see Fig.2) 
 

 
Fig 2. Macroscopic ferroelectric 
polarization loop for the BaTiO3 thin film. 
The very small coercive field shows  that 
the energy cost to rotate the polarization out 
of plane is very small, which is consistent 
with a monoclinic phase. 
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A breakthrough was made in probing the lattice dy-
namics in nanoscale ferroelectrics (FE),1–3 by using ul-
traviolet (UV) Raman spectroscopy rather than conven-
tional Raman spectroscopy. The UV-Raman, utilizing
UV-light with an energy larger than the band gaps of
oxides, can be absorbed strongly by the FE thin films
and thus can reveal the phonon structure of thin films
with high resolution. Indeed, using UV-Raman, multiple
sharp peaks were clearly observed in BaTiO3/SrTiO3 su-
perlattices epitaxially grown on a SrTiO3 substrate.1,2

Furthermore, interesting phonon physics was
revealed.1 For instance, a new and pronounced Ra-
man peak was observed at frequency 540 cm−1, and
was assigned as the transverse TO4 mode originated
from the strained BaTiO3.

1 However, in bulk BaTiO3,
the frequency of the TO4 mode is merely 486 cm−1

(Ref.5). Whereas it is known that strain may cause a
large frequency shift to the soft mode, note that TO4 is
not a soft mode, however. A very large strain-induced
frequency shift that occurs to a non-soft mode is inter-
esting itself. It further raises other intriguing questions:
(i) What is the origin of the drastic frequency shift? (ii)
Are there other non-soft modes that may also exhibit
large frequency shifts, but have not been detected in
experiments?

Previously there were many important works on
the lattice dynamics in ferroelectrics, yielding critical
understanding on the structural instability,6,7 charac-
teristic difference in phonon dispersion among differ-
ent materials,8 phonon in composition-modulated FE
superlattices,9 and finite electric-field induced phonon
hardening in incipient ferroelectrics.10,11 Most of these
studies paid attention to the behaviors of soft modes in
the high-symmetry non-polar phase, namely the phase
before ferroelectric transition occurs. In contrast, rela-
tively less attention is given to the polar phase12 and to
the non-soft phonon modes.

The experimental advance1–3 also brings another issue
of broad interest, namely how the sequence of phonon
modes is altered by external conditions. Sequencing of
phonon modes, namely the ordering of vibration modes
according to frequencies, is of fundamental relevance for
unveiling the interatomic interaction in solids,13 because
the sequence is determined by the microscopic nuclei-
nuclei, nuclei-electron, and electron-electron interactions.
In contrast to a singlemode, the mode sequencing reflects
collectively the behaviors of a group of modes. Since dif-
ferent modes respond to the external conditions (such

as pressure, strain, and electric field) in different man-
ners, it is nontrivial to determine how the mode se-
quence alters with external conditions. Determination
of mode sequencing is also of practical importance, since
in infrared or Raman experiments this sequence is much
needed in order to correctly assign phonon modes to indi-
vidual peaks and to determine the origin of these peaks.4

This knowledge is particularly relevant when the mode
sequence under the ambient condition is, after the exter-
nal condition has changed, no longer valid.

Another subject of profound interest in FEs is the
LO-TO splitting. Transverse optic (TO) modes interact
with light, which is a key process that determines op-
tical properties.13 On the other hand, longitudinal optic
(LO) modes interplay with electric fields, determining the
dielectric responses of solids.13 The LO and TO modes
are thus of key importance both in optical and dielectric
properties. Further, the LO and TO modes are also criti-
cal in testing the fundamental 2n-1 sum rule.14 Moreover,
the LO-TO splitting arises from the long-range Coulomb
interaction, manifesting the influence of this interaction
on the lattice dynamics and the origin of anomalous Born
effective charge.15,16

A long-standing problem inhibits the quantitative
study of the LO-TO splitting, however. That is, the
splitting has not been fundamentally well defined. As
have been realized by Zhong and Vanderbilt in a sem-
inal work,15 it is generally not possible to find a one-
to-one correspondence between a LO mode and a TO
mode. In fact, when lattice vibrations interact with elec-
tric fields via the long-range Coulomb interaction, more
than one TO mode may contribute simultaneously—and
all of them, significantly—to form a single LO mode as a
result of the strong mode mixing caused by the Coulomb
interaction. Here we give a concrete example to illus-
trate this spread mode mixing. We consider BaTiO3

at a compressive strain of -2.5%. By quantitative mode
projection, our first-principles calculations show that the
E(LO4) mode at frequency ω =735 cm−1 has contribu-
tions from five TO modes with the contribution weights
at 7%, 23%, 21%, 8%, and 40%, respectively, revealing
that the contributions are indeed widespread and there
is no dominating one. This mode mixing is fundamen-
tal and cannot be avoided. As a consequence, attempt
to define the LO-TO splitting as the frequency differ-
ence between one LO mode and one TO mode cannot be
justified. The lack of quantitative study of the LO-TO
splitting hampers the efforts in obtaining insight knowl-
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edge about this important quantity. It also prevents
us from investigating how the splitting may be quanti-
tatively tuned by external conditions such as epitaxial
strain and electric field.
Here, by mapping out the evolutions of individual

phonon modes as a function of strain using first-principles
density functional perturbation calculations,18,19 we de-
termine the mode sequence and strain-induced phonon
frequency shifts in prototypical BaTiO3. Our study20

reveals that the mode sequence is drastically different
when BaTiO3 is strained to SrTiO3 as compared to that
in the unstrained structure, caused by multiple mode
crossings. Furthermore, we predict that three other non-
soft modes—A1(TO2), E(LO4), and A1(TO3)—display
even larger strain-induced frequency shifts than E(TO4).
The strain responses of individual modes are found to

be highly mode specific, and a mechanism that regulates
the magnitude of the frequency shift is provided. As an-
other key outcome of this study, we tackle a long-standing
problem of LO-TO splitting in ferroelectrics. A rigorous
definition for the LO-TO splitting is formulated, which
allows this critical quantity to be calculated quantita-
tively. The definition immediately reveals a new find-
ing, that is, a large LO-TO splitting not only exists for
E(LO4), which is previously known and originates from
a soft mode, it also occurs to a non-soft A1(LO3) mode.
The LO-TO splitting is shown to decrease drastically
with compressive strain, and this decrease cannot be ex-
plained by the Born effective charges and high-frequency
dielectric constants.

This work was supported by the Office of Naval Re-
search.
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One of the industrially most important piezoelectrics is Pb(Zr(1-x)Tix)O3 (PZT), which 
is a solid solution ABO3 perovskite with two isovalent B-cations. The performance of 
PZT is strongly affected by the temperature and composition [1]. Although many 
studies have been performed at room temperature and above, the low temperature (T 
< 200K) properties of PZT are not well characterized. In this work we studied the 
temperature dependent ferroelectric response of morphotropic PZT with low 
temperature X-ray experiments and molecular dynamics (MD) simulations using a 
shell-model force field [2]. 
 
Through cycling of the electric field in quasi-static simulations we have reproduced 
polarization hysteresis loops for PZT similar to experimental ones. Here, we found an 
increase of the saturation polarization with temperature, while the coercive field (EC) 
decreases with temperature (see figure 1). Both effects agree well with X-ray 
experimental observations and relate to thermally activated polarization switching. 
The difference in the experimental and theoretical exponential factors is due to the 
simulation cell being free of defects and domains. 
 
 

 
Figure 1: Coercive field and saturation polarization for Pb(Zr0.5Ti0.5)O3 at different temperatures 
calculated with molecular dynamics simulations. The coercive field follows an exponential behaviour 
for the modelling and the experimental data.  

 
In further MD simulations on rhombohedral PZT we applied static electric fields 
along (001) and we found a field induced change in symmetry from rhombohedral to 
tetragonal where the c-axis aligns with the field direction (see figure 2). Polarization 
and strain vary linearly with small electric fields up to a critical field above which the 
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system fully adopts a tetragonal state. At this critical field polarization and strain 
components exhibit a jump where Zr and Ti environments react differently to the 
symmetry change: Zr centred cells increase in volume, while the Ti ones decrease. 
Additionally, we report a different response of the local structure of PZT to an electric 
field depending on the local environment of the B-cations. Statistical analysis of 
polarization distributions demonstrates that a Ti-rich environment is highly 
polarizable, while a Zr-rich environment exhibits less sensitivity to an applied electric 
field and to its local environment. 
 
Overall, we report that the response of the local structure of PZT to an electric field is 
not uniform and strongly depends on the type of B-cation and its local environment. 
 
 

 
Figure 2: Distributions of the Z component of the polarization values calculated for each B-cation 
centred unit cell for different electric fields (along (001)). With increasing electric field the 
distributions shift to a higher polarization and become more asymmetric. Above a critical field (14 
kV/mm) the polarization distribution splits into two peaks, which is related to the change in symmetry 
from rhombohedral to tetragonal. For 18 kV/mm the vastly different contributions of Ti and Zr based 
unit cells to the total polarization distribution are shown as dotted lines. The two insets show small 
extracts of the whole simulation box and they demonstrate the change from rhombohedral to tetragonal 
symmetry on the atomistic scale.  
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Electrocaloric properties of ferroelectric ultrathin films in the presence
of residual depolarizing field
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Electrocaloric effect (ECE) has attracted a lot of attention recently owing to the discovery of
giant ECE in PbZr0.95Ti0.05O3 thin films [1] and other ferroelectric materials [2, 3]. Effect can
be potentially used for solid state refrigeration and integrated circuit cooling [3–5]. Ferroelectric
ultrathin films are considered to be excellent candidates for cooling devices as they allow application
of very high electric fields. However, downsizing ferroelectric films reveals the depolarizing field that
could critically alter or even destroy the films electrocaloric properties. In this work we reveal the
critical and multifold role of the depolarizing field in the electrocaloric properties of ferroelectric
ultrathin films and demonstrate the contribution of nanodomains to the ECE [6].

We used adiabatic Monte Carlo approach with first-principles-based effective Hamiltonian for
nanostructures to simulate ECE for 4.8 nm thick PbTiO3 films grown on SrTiO3 substrate. The
depolarizing field was altered by controlling the amount of charge compensation. The surface charge
compensation mechanism was modelled as described in Ref.[7]. We simulated a supercell of 12x12x12
unit cells chosen to accommodate the equilibrium domain patterns. Periodic boundary conditions
are applied along [100] and [010] pseudocubic directions to simulate a film of infinite area. The
electric field was slowly applied and then removed along the film growth directions at a rate of 50
V/m to ensure reversibility.
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FIG. 1. Panels (a)-(c) give the electrocaloric change in temperature as a function of the applied electric field for three
different initial temperatures, T0 . Panels (d)-(f) show the polarization as a function of the electric field as obtained
in isothermal simulations under an ac electric field of 1 GHz frequency.
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The electrocaloric change in temperature in films with different percentage of charge compensation
is giving on Fig.1. It can be seen that the residual depolarizing field could play a dual, but mostly
negative, role in the electrocaloric properties of these films. If the films are compensated well
enough (β >94 %) which lead to monodomain state then the depolarizing field significantly reduce
the electrocaloric change in temperature. Furthermore, if the films are poorly compensated (β 693
%) which leads to formation of nanodomains, the electrocaloric response is either completely lost
or significantly reduced due to the irreversible domain wall motion. Fig.2 confirms the analysis
above and also shows that for β =94 % the depolarizing field is predicted to enhance the ECE
response due to a competition between the monodomain and nanodomain states. We will report
our findings about the role of the partial charge compensation on the electrocaloric properties of
PbTiO3 ultrathin films and discuss the possibility of potential enhancement of electrocaloric effect
for ferroelectric ultrathin films.
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First-principles re-investigation of bulk WO3
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Tungsten trioxide WO3 is a very unique transition-metal oxide because of its simple A-site vacant
perovskite structure BO3 that exhibits a wide diversity of behaviours. Piezoelectricity, supercon-
ductivity, electrochromicity or spin current transport are examples of the most common properties
observed in WO3. In spite of its simple structure, bulk WO3 has a rich phase diagram going from
a high symmetry tetragonal phase at 1000◦C (space group P4/nmm) to a monoclinic ground state
at -272.15◦C (space group Pc) and thus through 6 successive structural phase transitions [1, 2].
Several first-principles studies have been performed in order to characterise the phases around room
temperature where it appeared that none of them predicted the polar Pc phase [3].

Here, we present a density functional theory (DFT) re-investigation of the whole WO3 phase
diagram through the hybrid functional B1WC as implemented in the CRYSTAL code. We show
that the B1WC is the most appropriate exchange-correlation functional to reproduce the structural
and electronic properties of WO3 when compared with LDA, GGA and LDA+U functionals. We
start our study by analysing the phonon dispersions curves of WO3 in its hypothetical cubic high
symmetry reference structure. In Figure 1 we report these calculated phonon dispersion curves in
which we can see a chain of instabilities (imaginary frequencies plotted as negative numbers in Figure
1) along various high symmetry directions in the Brillouin zone. The strongest unstable mode in the
cubic phase is a polar mode at the Γ point (-373 cm−1), which would led one to expect a ferroelectric
ground state for WO3. We also remark that the polar unstable branch propagates along the X and
M point and strongly disperse when going toward the R point, a behaviour very similar to the one
observed in cubic BaTiO3.
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At the M and R zone boundary points we also observe antiferrodistorte (AFD) unstable modes with
octahedral tilting of the oxygen. Interestingly, when condensing these different modes we observe
that the maximum gain of energy is given by the zone boundary modes and thus in agreement with
the experimental measurements, which, beside the Pc phase, never observe a polar structure. We
will show that WO3 can be considered as an anti-ferroelectric crystal in the sense that (i) its structure
is dominated by an anti-polar unstable mode from the M point and (ii) that a ferroelectric phase
(R3c) is close in energy with the calculated ground phase (P21/c), such that it should be possible to
switch from the P21/c phase to the R3c phase by applying an electric field. Our calculations do not
reproduce the experimental ferroelectric Pc phase while all the other phases are well reproduced.
The experimental Pc phase is related to the P21/c phase by the condensation of a polar mode but
our calculations do not show any unstable or even soft polar mode in the P21/c phase. We conclude
that another mechanism might be at the origin of the Pc phase.

FIG. 2. Spin electron density in a 4 × 4 × 2 (128 atoms) supercell. Spin localization is observed, with the maximum density
centered on one tungsten atom and shared with the first tungsten neighbors.

We remark that several physical properties of WO3 are strongly driven by the presence of polarons.
Indeed, stoichiometric WO3 is difficult to achieve such as oxygen vacancies are easily formed and
they are at the source of polarons and polaronic effects [4, 5]. As a second step, we also present
DFT simulations of polarons in WO3 in which we have injected an extra electron into the system
with charge neutrality assured by a corresponding homogeneous positively charged background in
the P21/c phase. We will show that it is possible to localise a polaronic state in WO3 through
this procedure by playing with the exact exchange of the hybrid functional and the size of the cell
(see Figure 2). We will discuss how the polaron affects the structure of WO3 and how it might be
responsible for the ferroelectric Pc phase.
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Mott-Hubbard gap in insulating phases of VO2: ab initio
calculations of the infrared and optical spectra

C. Hendriks, T. J. Huffman, E. J. Walter, M. M. Qazilbash, H. Krakauer
Department of Physics, College of William and Mary, Williamsburg, VA 23187, USA

The nature of the metal-insulator transition in VO2, from the rutile R to the monoclinic M1, has so
far proven elusive and continues to be a matter of debate to this day. Of the numerous theoretical and
experimental studies conducted on the subject [1], some attribute the existence of the insulating M1 phase
to a Peierls-like mechanism in which the V-V dimerization leads to the opening of an energy gap; others
present evidence that the gap arises from Mott-Hubbard correlations. We have recently performed IR micro-
spectroscopy and spectroscopic micro-ellipsometry on a single-crystal sample of VO2. Analysis of phonon
spectra revealed two distinct phases identified as triclinic T and monoclinic M2, further confirmed via x-ray
spectroscopy, making our study the first of its kind on these VO2 phases [2]. While measured IR phonon
spectra differ significantly, the measured optical conductivities of the two phases were found to be nearly
identical, in spite of the significant difference in the V-V arrangement of the two insulating phases. We
then performed ab initio DFT+U calculations of the IR phonon and optical spectra. Figure 1a shows the
theoretical IR spectra generated from calculated phonon frequencies and oscillator strengths, while Figure
1b shows the calculated optical conductivities. These calculations similarly demonstrate the insensitivity of
the optical conductivity to the structural differences evident in the phonon spectra. Additionally, DFT+U
finds both M1 and M2 to be insulating with indirect band gaps of ∼0.7 eV and ∼0.9 eV, respectively. These
results support the Mott-Hubbard mechanism as responsible for the formation of the insulating gap in the
M1, M2, and T phases, as opposed to the Peierls-type mechanism. [3, 4].

We will present first-principles calculations of infrared spectra and electronic response for the insulating
monoclinic phases and compare these to available measurements for the insulating phases. All calculations
were done with the Vienna Ab-initio Simulation Package (VASP) [5]. Phonon frequencies were obtained
through computation of force constants via density functional perturbation theory and subsequent analysis
using phonopy [6].
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Figure 1: DFT+U calculated (a)infrared spectra and (b)optical conductivities for M1 and M2. Due to the weakness
of some oscillator strengths, we indicate center frequencies with symbols. Despite the difference in structural and
vibrational properties, the electronic response remains quite similar between the two phases.
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To describe correlation effects within the V 3d bands, we used the DFT+U extension of standard DFT
(= GGA). Calculated results can depend sensitively on the numerical value of the effective on-site electronic
interaction parameter, the Hubbard U . A common approach is to tune the value of U in a semi-empirical
way, seeking agreement with available experimental measurements of certain properties. Since the metalic
R phase is the parent compound of the various insulating phases that we are interested in studying, we
focus on its calculated phonon frequencies and structural instabilities, fitting the sensitive A2u Γ-mode to
experimentally measured values, obtaining a value of U = 5.7 eV. Subsequent calculations used this value of
U . Previously, IR phonon calculations in the M1 phase have been reported using a slightly different value
of U [7]; the current work yields similarly good agreement with experiment[8, 9] for the M1 and M2 phases.

Previous studies have shown [3, 10] that, under doping or tensile strain and upon heating, the VO2

transition from an insulating monoclinic M1 to a metallic R phase may progress through a triclinic T phase
and a second monoclinic phase M2, both of which are insulating. Structurally, this progression from M1
to R through T and M2 can be characterized by the progressive breaking of the V dimers. As in the case
of the present study, further examination of the structural, electronic and vibrational properties of these
intermediate phases may help to shed more light on the nature of the metal-insulator transition in VO2.

Acknowledgments: This work was supported by ONR grant N00014-12-1-1042. All calculations were
performed on the High Performance Computing cluster at the College of William and Mary.
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Electrocaloric Effect in Ferroelectric Nanowires from Atomistic Simulations
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In recent years, ferroelectrics have received considerable interest as potential candidates for solid-state cooling
applications [1]. These applications take advantage of the electrocaloric effect (ECE) which is defined as a reversible
change in temperature under the adiabatic application of an electric field. Ferroelectric nanostructures could offer
even better performance as they allow the application of much larger electric fields [1]. In fact, the majority
of giant electrocaloric effects were reported for thin film samples [2]. The research on other low-dimensional
ferroelectrics, such as nanowires and nanodots, is limited [3]. As a result, it is currently unclear what effect the
reduced dimensionality has on the electrocaloric properties of ferroelectrics.

The aims of this study are: (i) to predict the intrinsic features of ECE in ferroelectric ultrathin nanowires; (ii) to
understand the effect of reduced dimensionality and size on the electrocaloric properties of nanoscale ferroelectrics;
(iii) to explore the potential of ferroelectric nanowires for nanoscale cooling applications.

We simulate three nanowires made of PbTiO3, BaTiO3, and KNbO3 ferroelectric perovskites. These materials
are chosen as representatives of ferroelectrics with single (PbTiO3) and multiple (BaTiO3, and KNbO3) phase
transitions. Here we model nanowires with a 12x12 unit cells square cross section grown along the <001> pseu-
docubic direction. Each nanowire is simulated using a 12x12x20 supercell which is periodic along the nanowire’s
axial direction (z− Cartesian axis in our case). The energy of the supercell is given by the first-principles effective
Hamiltonian [4]. The degrees of freedom for the Hamiltonian include local modes, ui, that are proportional to
the dipole moment in the unit cell, and strain variables tensors ηi (in Voigt notations) that are responsible for
mechanical deformations of a unit cell. Here we simulate a realistic situation of a partial surface charge compen-
sation by a limited number of free carriers. Technically this is achieved by compensating only 10% of the surface
charge (open-circuit electrical boundary conditions) using the approach of Ref.[5]. The energy given by the effective
Hamiltonian is used in the framework of classical Monte Carlo (MC) and Molecular Dynamics (MD) to compute
finite temperature properties of the nanowires.

We begin by investigating the sequence of phase transitions in nanowires using the simulated annealing approach.
In such an approach, the simulations begin at a temperature much above the Curie point and proceeds in steps
of 5 K decrements until the simulated temperature reaches 5 K. Figure 1(a) shows the data for PbTiO3 nanowire
and the bulk, where the bulk data is included for comparison. It demonstrates that the reduction in dimensionality
leads to a decrease in transition temperature and a smearing of the phase transition [6]. For BaTiO3 nanowire (see
Fig.1(b)) we find very little change in the ferroelectric transition temperature as compared to the bulk. However, the
phase transition sequence is drastically different from the one in the bulk. We do not find any polarization along the
nanowire’s truncated dimensions due to a prohibitively large depolarizing field associated with the chosen electrical
boundary conditions. To gain further insight into the ferroelectric phases and phase transitions character we
computed dielectric constant ε33 for all nanowires and their bulk counterparts using a direct simulation approach.
Our computational data predict that ferroelectric nanowires with a poorly compensated surface charge develop
ferroelectric phases with a polarization along the axial direction. Nanowires may develop polydomain phases with
multiple order parameters. The common features are the smearing of the phase transition and the dielectric
constant. They can be attributed to the decrease in the correlation length due to the reduced dimensionality.

Having established the equilibrium phases and electric properties of nanowires, we turn to the modeling of the
ECE. To simulate the ECE we apply an electric field along the nanowire’s axial direction under adiabatic conditions
using the computational approach of Refs.[7, 8]. In bulk the electric field is applied along the polarization direction.
The electrocaloric change in temperature as a function of the initial temperature is given in Fig.2 for a few different
values of the applied electric field. We have also included data for the linear electrocaloric response, dT/dE, at low
fields which were computed by taking the zero field slope of temperature versus electric field data. In all nanowires
we found a reduction in the maximum electrocaloric effect which can be elucidated with the help of the Maxwell
relation

dT

dE
≈ − T

CE

[(
∂Pspon

∂T

)
E=0

+ ε0

(
∂ε

∂T

)
E=0

E

]
(1)

where Pspon is the spontaneous polarization and ε is the dielectric constant. Both the spontaneous polarization
and the dielectric constant are reduced in the nanowire as evident from Fig.1 due to the reduced correlation length.
This explains the observed decrease in the maximum ECE in the nanowire as compared to bulk.
In summary, we studied the ECE in poorly compensated ferroelectric ultrathin nanowires and compared the findings
to the ECE in bulk ferroelectrics. The computational data demonstrate a reduction in the ECE in nanowires as
compared to bulk which is attributed to the reduced correlation length. In nanowires with polydomains the ECE
is nearly negligible.
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FIG. 1. Dependence of the polarization components on the temperature in bulk and nanowires (a-c). Dependence of the
dielectric constant on the temperature in bulk and nanowire (d-f). The inset gives the toroidal moment of polarization.
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FIG. 2. The electrocaloric change in temperature as a function of the initial temperature for a few representative values of
the electric field [(a)-(c)]. In (b) the triangles give the experimental data from the direct measurements on thick films. [9]
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Introduction 

   The downsizing of electric components has accelerated the portability of wireless mobile 

communication devices. The development of dielectric resonators, which cut noises off in the radio signal, 

reduced the volume and weight of cavity resonators remarkably. The dielectric materials suitable for 

dielectric resonators are required to have large relative dielectric constant εr and high quality factor Q 

(inverse of dielectric loss). The latter is more important, since it affects a loss of signal which passes 

through the resonator. The high Q characteristic is known to be hardly compatible with large εr, except for 

complex perovskite materials such as Ba(Zn1/3Ta2/3)O3 (BZT)
1-4)

. The origin of high Q characteristic of 

BZT was found to relate to the ordering of Zn
2+

/Ta
5+

 cations arrangement
4)

. However, the atomistic 

mechanisms based on solid-state quantum physics have hardly been understood. We carried out 

first-principles theoretical calculations, not only to clarify the origin of high Q characteristic of BZT in 

detail, but also to understand fundamental physics behind complicated phenomena of dielectrics including 

ferroelectric materials
5)

. In this presentation, we show the importance of theoretical designing of potential 

energy surfaces for development of novel dielectric materials and devices. 

Methods 

   First-principles calculations based on density functional theory (DFT) were performed using Vienna 

ab-initio simulation package (VASP)
6,7)

. The plane wave basis set was employed. The projector augmented 

wave (PAW) type was selected as the atomic potential. The generalized gradient approximation (GGA) was 

used to calculate the exchange-correlation energies of electrons. The density functional perturbation theory 

(DFPT) was applied to calculate phonon eigenfrequencies (ωΓ) and eigenvectors at Γ point of the first 

Brillouin zone, as well as Born effective charges (Z*) and εr. The phonopy code was used to calculate 

phonon band structures by analyzing the dynamical matrix from DFPT calculations
8)

. The lattice parameter 

was fixed to the experimental value (a = 4.10 Å) for all calculation models with different Zn
2+

/Ta
5+

 

arrangements in BZT lattice, since it has been shown that Zn
2+

/Ta
5+

 ordering/disordering hardly affects the 

lattice parameters
4,9)

. 

Results & Discussion 

   We first calculated ωΓ of Zn
2+

/Ta
5+

 ordered BZT, and found that BZT is paraelectric, namely, none of 

ωΓ have the imaginary values. In addition, εr was calculated to be 32.4, which agrees well to the 

experimental value (εr = 29.5-30.2)
4)

. Next, we calculated the phonon band structure of charge compensated 

BaTaO3, as a model of the Ta segregated region in Zn
2+

/Ta
5+

 disordered BZT. It was shown that the Slater 

mode vibration in TaO6 octahedron with imaginary eigenfrequency was found at Γ, X, and M points in the 

first Brillouin zone. This means that BaTaO3 has a ferroelectric nature with double-well potential. A high Q 

value is hardly expected from double-well potential, since its shape completely differs from parabolic and 

the oscillation is less harmonic. Therefore, Zn
2+

 in BZT was considered to suppress the ferroelectric nature 

that is originated from BaTaO3. We examined a Ba8(Zn1Ta7)O24 model shown in Figure, to calculate the 

potential energy surface of Slater mode for each TaO6 octahedron. Then, we found that TaO6 octahedra next 

to and apart from ZnO6 octahedron have single-well and double-well potentials, respectively. This shows 

that the intrinsic ferroelectricity of BZT originated from BaTaO3 is partially suppressed by Zn
2+

. 

   It was found that two changes are brought to TaO6 octahedra by being adjacent to ZnO6 octahedra. One 



is the decrease of Ta-O bond lengths. The ionic radius 

of six coordinated Zn
2+

 and Ta
5+

 are 0.74 Å and 0.64 

Å, respectively
10)

. This resulted in compression of 

TaO6 octahedra by adjacent ZnO6 octahedra in BZT 

lattice. Then, two minima in double-well potential of 

Slater mode in TaO6 octahedra were overlapped to be 

parabolic single-well. The other is the weakening of 

the covalent characteristic between Ta and O atoms. 

The Born effective charge of Ta
5+

 in charge 

compensated BaTaO3 was calculated to be Z*[Ta] = 

8.63, and it is much larger than formal valence state 

of Ta
5+

. This shows that there are significant covalent 

characteristic between Ta and O. On the other hand, 

Z*[Ta] decreased to 6.35 for TaO6 octahedra which 

were adjacent to ZnO6 octahedra. This means that Zn
2+

 partially weakens covalent characteristic between 

Ta and O. In addition, the weakening of covalency was also identified by calculating charge density 

distribution for Ta-5d orbitals that hybridize with O-2p orbitals. 

   It has been shown theoretically that one of the most important characteristics of ferroelectricity is the 

covalency between cation and anion in perovskite crystals
11)

. Thus, Zn
2+

 in BZT was found to have effects 

to suppress the intrinsic ferroelectric nature of BaTaO3 in BZT lattice, and it results in high Q 

characteristics of BZT. Apparently, these effects are maximized when all of Ta
5+

 are adjacent to Zn
2+

. It is 

identical to the ordering of Zn
2+

/Ta
5+

 in BZT. Consequently, our findings can properly explain the 

experimental fact that the ordering of Zn
2+

/Ta
5+

 by prolonged firing is effective to increase Q value 

significantly. 

Conclusions 

  The origin of high Q characteristic of BZT was theoretically studied by first-principles calculations. We 

found that ZnO6 octahedra which are adjacent to TaO6 octahedra decrease bond length and weaken 

covalency between Ta and O in BZT lattice. These two effects suppress the intrinsic ferroelectricity of 

BaTaO3, and then result in high Q characteristic of BZT. Our findings provide new understandings of 

complex perovskite materials not only with high Q value but also with large dielectric constant. We are 

now confident that the novel dielectric materials that are far superior to the existing ones must be developed 

by the theoretical approach via accurate artificial designing of potential energy surfaces. 
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K(Ta1-xNbx)O3 (KTN) is a mixed perovskite 
characterized by the presence weak  static 
compositional  random electric field (REF). It can be  
considered as a useful model system for the study of 
relaxor ferroelectrics with homovalent cations (K1-

xLix)TiO3 (KLT), Ba(Zr 1-xTix)O3 (BZT), and Ba(Sn 1-x Ti 

x)O3  (BST). In KTN, the Ta5+  ion is  replaced by the 
isovalent Nb5+  ion with almost the same ionic radius. 
Neutron diffuse scattering, DS, observed near (110) 
B.Z. point [1], and dielectric measurements data 
demonstrate that KTN could be labeled as “weak” 
relaxor.  In KTN, the Nb5+ ions are displaced from 
their high symmetry site by ~0.145 Å in eight 
equivalent <111> directions. The collective 
reorientation of these dipoles give rise to the relaxor 
behavior (Fig.1). Because the width of the relaxation 
peak in KTN  is only one tenth that in PMN or PZN, 
KTN  can be regarded as a “weak” relaxor in 
comparison with PMN, PZN.[2]. 
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Fig.1 . Dielectric susceptibility of KTN15 vs 

temperature; inset: integral intensity of the DS as a 

function of temperature near (110) BZ point.   

We have studied the transverse acoustic (TA) 
phonon in two KTN crystals with Nb concentration of 
15% and 17% by means of inelastic neutron 
scattering near the (020) BZ point (see [1] for 
experimental details). The dispersion curves of the 
two phonons are presented at the Fig.2.  
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Fig.2. Dispersion of the transverse optic (TO) and 
transverse acoustic (TA) phonon in KTN17. The dash 
line at E=2.9 meV marks the value of energy of the 
dispersionless resonance mode (RM).  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. Damping Γa of the TA phonon vs wave vector q 
in KTN15 at different temperatures. Solid lines are 
fits to the data using eq. (1). 

Although diffuse scattering isn’t observed at that 
point (unlike near (110) as shown in Fig.1), the 
damping Γa of the TA phonon is nevertheless seen in 
Fig.3 to rise in a step like fashion near q≈0.07. This 
rise can be attributed to scattering of the TA phonon 
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by a dispersionless resonance mode (RM) with 
energy ωR≈0.7 THz (see dashed line in Fig.2), 
damping ΓR , and oscillator strength M. 
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Fig.4. Frequency, width, and oscillator strength of 
the RM vs temperature. Value of M2 is strongly 
increased in the region of relaxation behavior.  
 
Debye relaxation model is unable to reproduce TAW 
damping data in our case. The TA damping Γa  vs q is 
very well fitted in the frame of Havriliak-Negami 
relaxation model [3] with exponent α≈3/2 contained  
resonance –like (transition) oscillation in the time 
domain representation: 
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Fig. 5 Temperature dependence of the relaxation 

time τ, oscillator strength P, and exponent α from 

the HN fit. 

We explain that the resonance mode appears as 

result of the correlation motion of the off-center 

Nb5+  ions between eight equivalent <111> positions. 

The obtained frequency ωR of this RM mode is in fact  

found to be in agreement with the theoretical 

estimate previously obtained by Girshberg and 

Yacoby [4],[5]. The HN model with α≈3/2 

corresponds to the non-local relaxation of the off-

center Nb5+ ions in contrast to the Debye relaxation.  

[1] J.Toulouse et al, arXiv:1001.4096. [2] D.Phelan et 
al, PNAS,v.111, no.5, 1754-59, (2014).[3]Havriliak, S., 
Negami,S., Polymer 8, 161-210 (1967).[4] Ya. 
Girshberg, Y.Yacoby, Solid State Commun., 103, 425 
(1997) ; [5] Y.Girshberg and Y.Yacoby, J. Phys.: 
Condens. Matter, 24, 015901 (2012). 
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Special quasirandom structures for complex perovskite alloys

Zhijun Jiang,1, 2 Yousra Nahas,2 Dawei Wang,1 and L. Bellaiche2

1Electronic Materials Research Laboratory–Key Laboratory of the
Ministry of Education and International Center for Dielectric Research,

Xi’an Jiaotong University, Xi’an 710049, China
2Physics Department and Institute for Nanoscience and Engineering,

University of Arkansas, Fayetteville, Arkansas 72701, USA

A special quasirandom structure (SQS) [1] is typically designed by building and selectively populating a relatively
small supercell such that the short-ranged, geometric correlations approximate that of the random alloy. This approach
has been widely used to calculate the electronic structure and physical properties of semiconductor solid solutions and
properties of metallic alloys, but (to our knowledge) very few studies about SQS have been carried out in disordered
perovskite alloys [2, 3]. In particular, it is unclear if SQS can reproduce properties of complex ferroelectric systems,
such as Pb(Zr1−xTix)O3(PZT), that can possess subtle monoclinic phases as ground state, and Pb(Sc0.5Nb0.5)O3

(PSN), that exhibits strong random fields dramatically affecting its properties. To address these issues, we report
here first-principles-based effective Hamiltonian simulations in both PZT and PSN.
Practically, the studied PZT material is made of 50% of Zr and Ti ions. Two different types of supercells are

constructed: a large 12×12×12 supercell (8,640 atoms) inside which Ti and Zr are randomly distributed versus
two SQS configurations, namely of 3×3×4 and 4×4×4 sizes, that are generated by imposing the so-called Cowley
parameters of the first three neighboring cells are as close to zero as possible [4]. The effective Hamiltonian approach
used to model properties of PZT is described in Ref. [5], and contains both the local modes (which are proportional
to the electrical polarization) and the antiferrodistortive motions (AFD), which represents oxygen octahedral tiltings.
Figure 1(a) shows the predicted supercell averaged local mode vectors as a function of temperature, for both the
12×12×12 random supercell and the 4×4×4 SQS configuration. One can see that this SQS configuration can reproduce
rather well the polar properties of a large disordered Pb(Zr0.5Ti0.5)O3 system, for temperature below 300 K, including
the transition from the tetragonal (for which only one component of the polarization is non-zero) to the monoclinic
phase (that has two non-vanishing and equal Cartesian components that are smaller than the third one). Figure 1(a)
further reveals that the SQS configuration can not be safely used above 300 K because of its small size. Figure 1(b)
reports the same property as in Fig. 1(a), but adding here the results of the smaller 3×3×4 SQS supercell. This
latter SQS structure is less accurate than the 4×4×4 SQS configuration for low temperatures and produces results
that differs from those of the large 12×12×12 supercell at smaller temperature than for the 4×4×4 SQS structure.
Such features therefore demonstrate that a minimal size is needed to reproduce subtle properties of PZT.
Moreover, Figure 2 displays the Cartesian components of the pseudo-vector characterizing the AFD motions, as

FIG. 1: The average Cartesian components of the local mode vectors as a function of temperature in Pb(Zr0.5Ti0.5)O3 [panels
(a) and (b)]. The alloy configurations are randomly generated for 12×12×12 supercell, while 4×4×4 and 3×3×4 supercells
correspond to the two studied SQS configurations.
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FIG. 2: The average Cartesian components of the AFD-related ⟨ω⟩R pseudo vectors as a function of temperature in
Pb(Zr0.5Ti0.5)O3.

resulting from the use of the 12×12×12 random supercell and the 4×4×4 SQS supercell. This SQS structure is shown
to reproduce the AFD phase transition demonstrated in the large disordered PZT alloy below room-temperature.
Once again, the SQS structure can be used to investigate complex properties of perovskites.
In addition, we also mimicked the disordered heterovalent PSN perovskite alloy. The 4×4×4 SQS configuration was

also found to yield properties that reproduce well those of larger disordered supercell, especially at low temperature.
We therefore hope that SQS will be soon frequently used (especially by direct first-principles method) to investigate
complex perovskite solid solutions.
This work is financially supported by the National Natural Science Foundation of China (NSFC), Grant No.

51390472, and National Basic Research Program of China, Grant No. 2015CB654903. Z.J. thanks the NSFC Grant
No. 11574246, China Scholarship Council (CSC No. 201506280055). Y.N. thanks ARO grant W911NF-12-1-0085
and L.B. thanks ONR Grant N00014-12-1-1034. Some computations were also made possible thanks to the MRI
grant 0722625 from NSF, the ONR grant N00014-15-1-2881 (DURIP) and a Challenge grant from the Department of
Defense.
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Investigation of Local Structure and Cation Ordering in Dielectric Oxide 

Microwave Ceramics Using 7Li and 93Nb Solid-state NMR Spectroscopy 

 

R. Kalfarisi, G. Hoatson, and R. Vold 

Physics Department, College of William and Mary, Williamsburg VA 

 

Oxides perovskite, chemical formula ABO3, are probably the most widely studied metal oxides. In part, this is because of 

their ability to accommodate extensive chemical substitution on both the A and B-sites. This results in a wide variety of 

interesting and useful physical and chemical properties. Microwave dielectric oxides applications are examples of such 

interesting materials. They have high dielectric permittivity and very low energy loss at microwave frequency (high quality 

factor). This combination makes these materials an excellent candidate for microwave wireless telecommunication 

applications. The continued development and improvement of wireless telecommunication technology will rely upon our 

fundamental understanding and potential manipulation of these systems. 
7
Li and 

93
Nb NMR spectroscopy measurements 

were done on five cation-ordered complex perovskite microwave ceramics powders, which can be grouped into two 

different categories, mixed A-site (group 1) and single A-site (group 2). The ordering adopts repeating layers of BO6 

octahedra in the <111> direction of simple cubic perovskite cell. Although the ordering in B-site cation has been 

confirmed, no ordering was observed for the A-site ions in group one [1]. 

 

Result of 
7
Li MAS spectra of all samples show one strong and sharp central transition (or CT) and accompanied by the 

spinning side-band manifold, due to the ±3/2 ↔ ±1/2 satellite transition (or ST). No anisotropic second order quadrupolar 

broadening has been observed. Similar spectra were obtained for all samples, except for (Ca2/3La1/3)Li1/3Nb2/3O3 or CLLN 

which shows two peaks at central transition (Fig. 1). Simulation of the MAS NMR spectrum of the complete spinning 

sideband manifolds, used data from three different spinning speeds at two different magnetic field strengths. The 

simulations were used to extract the values of NMR parameter. The analysis is done with the program DMFIT [2]. The 

quadrupolar coupling constant and the asymmetry parameter (CQ and 𝜂Q), chemical shift anisotropy and asymmetry (𝛿CS 

and 𝜂CS), and Euler angles (∝, 𝛽, 𝛾) describing the relative orientation of quadrupolar and chemical shift tensor frames 

were taken into account. 

 

There are only three samples containing niobium nucleus and their respective 
93

Nb MAS NMR spectra are shown in Fig. 

2. All of MAS spectra show partially averaged second-order quadrupolar powder pattern for the CT and an array of 

spinning sidebands due to ST, indicating very large CQ values. The CT of SLLN and CLN spectra exhibit a low-frequency 

tail and could not be simulated with only one peak. It has been reported previously that when a MAS NMR central 

transition resonance of glasses and disordered materials shows a tail at low frequency, it indicates that a distribution of 

chemical shifts and quadrupole couplings are present in the system [3]. Further studies on 3QMAS experiment on the 

samples, revealed one single resonance which is broadened along the ’CS’ and ’QIS’, the axes giving the direction of, 

respectively, the isotropic chemical shifts and the quadrupole induced shifts confirming the presence of such distributions. 

 



 

Figure 1: 
7
Li MAS spectrum of CLLN spun at 10 kHz and 

spinning sideband manifold resulting from the satellite 

transition are indicated by stars. Inset figure shows two 

resolvable resonances at the central transition. The 

simulated spectrum (red) and individual line components 

(green) are shown below the experimental data. 

 

Figure 2: 
93

Nb MAS NMR spectra of niobium-contained 

samples spun at 30 kHz. The left column show spectra 

with 1MHz spectral window while the right one show 

selective pulse excitation of the central transition. On the 

right column, the lower trace (black) represents the 

difference between the experimental (blue) and 

simulated (red) spectra. 
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Ultra-large-scale Hybrid Monte Carlo simulations of ferroelectric
and relaxor materials

K. Kalke,∗ S. Prokhorenko,† and L. Bellaiche
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Relaxor ferroelectrics display a high degree of system-wide interactions which give rise to
macroscopic effects whose mechanisms are not yet fully understood [1]. Since these mecha-
nisms arise at the nano-scale, atomic level simulations are of critical importance for study
of relaxor physics. In this study we focus on the development of more powerful effective
Hamiltonian simulations than previously available for the purpose of studying properties
of relaxors that were before computationally infeasible. We do this by leveraging both the
power of massively-parallel computations made possible by the use of Graphics Processing
Units (GPUs) and simulation algorithms with better computational complexity than is used
in current state-of-the-art simulations.

We chose to approach the developmental hurdle of designing a more powerful simulation
code by making use of the parallelism offered by GPUs. Modern GPUs have thousands
of processing cores and are therefore perfectly suited to tackle complexity related to the
long-range nature of dipolar interactions in relaxor materials. From this a large speedup is
gained before any algorithmic optimization of the simulation is done. Furthermore, modern
GPU code libraries are well-optimized from a hardware perspective and now give significant
advantages for large-scale simulation and calculations in comparison to simple CPU code as
has been used until this point. The other main improvement this study employs is the use
of the Hybrid Monte-Carlo (HMC) [2] algorithm in place of the commonly used Metropolis
Monte-Carlo (MMC) or molecular dynamics (MD) simulations. Remarkably, HMC com-
bines the advantages offered by both MMC and MD techniques by generating an ensemble
of connected short-scale phase-space trajectories governed by true Hamiltonian dynamics.
During the run, these trajectories are frequently filtered via the Metropolis acceptance crite-
ria that forces the generated bundle of macroscopic states to comply with canonical ensemble
distribution. Therefore, in contrast to MMC simulations, HMC algorithm provides access
to the “real time” dynamics while still effectively probing a large volume of the phase space
inaccessible within canonical MD. Moreover, the use of molecular dynamics within the sim-
ulation scheme provides a straightforward way to parallelize the algorithm by using recently
developed speed-up strategies that have proved their efficiency for large-scale simulations of
ferroelectric materials.

Here, we present a beta version of the code that employs the aforementioned simulations
scheme. The implementation of the Hybrid Monte Carlo algorithm (HMC) [2] is based
on the O(NLog(N)) scaling fast Fourier transform (FFT) based calculation of long-range
dipolar [3] forces, that allows to avoid the O(N2) computational complexity of the commonly
used Metropolis Monte Carlo algorithm, and to thoroughly study the statistical properties
of the first-principles based φ4 lattice models of relaxor compounds. The code benchmarks
show that our code is able to perform effective Hamiltonian simulations with up to N ∼ 109
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local-mode lattice sites in contrast to the state-of-the-art Monte Carlo based code that are
limited to system sizes of N ∼ 104. In the second part of this study we plan to use the
developed code to study critical properties of relaxor ferroelectrics. Specifically, we will
focus on investigating the microscopic origin of dielectric relaxation exhibited by one of the
prototypical examples of relaxor compounds - structurally disordered Ba(Zr,Ti)O3 (BZT)
alloys using effective Hamiltonian model of Ref. [4].

In summary, this study presents a beta version of an ultra-large-scale effective Hamil-
tonian simulations code, that, as we hope, will significantly extend the horizon of first-
principles based simulations of ferroelectric, relaxor and multiferroic materials. Upon
progress the production version of this will be made available to the community under
an open-source software license.

This work is financially supported by DARPA grant HR0011-15-2-0038 (under the MA-
TRIX program) and by the Physics department of the University of Arkansas. K.P. also
thanks the financial support of the Arkansas Department of Higher Education through the
SURF grant.
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Exploring the Properties of [100]-, [110]- and [111]-oriented Vanadate
Superlattices from First Principles
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In today’s world, the ferromagnetic and ferroelectric materials are of great scientific and technological impor-
tance. On the one hand, ferroelectric materials are mostly used in transducers, capacitors and memory devices
because of their piezoelectric, dielectric and ferroelectric properties. On the other hand, ferromagnetic com-
pounds are used in magnetic recording devices, read heads and memories based on giant magneto-resistance.
Magneto-electric multiferroic materials are both ferroelectric and ferromagnetic. These materials are interesting
not only for their individual ferroelectric and ferromagnetic properties but also for their ability to couple them,
which could lead to a whole range of new applications. In past decade, a lot of research has been devoted in
developing these materials. The family of ABO3 perovskites is ideally suited for this purpose because they
display a fascinating range of properties and structures depending upon the different size and type of A, B
cations. Prototypical ferroelectric transition metal perovskites have the d0 B-site cation or lone pair active
A cation which show polarizations by second-order-Jahn-Teller effect. Whereas the ferromagnetic transition
metal perovskites have partially filled d-orbital. Therefore at the bulk level the ferroelectric and ferromagnetic
orders in perovskites are generally exclusive. Recent studies by Bousquet et al [1] have shown a new type of
improper ferroelectricity originating from the trilinear coupling of two independent anti-ferrodistortive (AFD)
motions and one ferroelectric distortion in the PbT iO3/SrT iO3 superlattices. As it was anticipated there, it
was further showed that strong magneto-electric effect can be achieved by this type of coupling [2]. Vanadates
(AV O3) in there ground state have these AFD motions but also exhibit Jahn-Teller distorsions which where
recently shown to also give rise to ferroelectricity in [001] AVO3/A’VO3 superlattices [3]. In present work, we
investigate by first principles methods the behaviour of the vanadates superlattices(AA′V2O6) having A and A′

cations alternating along [001], [110] and [111] directions respectively (Fig:1).

(a) Layered (001) (b) Columnar (110) (c) Rock-salt (111)

FIG. 1: Three type of A/A′ cation ordered superlattices.

First-principles calculations have been performed by using density functional theory and projector augmented-
wave potentials (PAW) as implemented in the Vienna ab initio simulation package (VASP) [4]. Convergence
is achieved by using a planewave cutoff of 500 eV and 6 × 6 × 4 k-point mesh. To include the effect of
strong corrections among Vanadium d-electrons electrons LDA+U approach with PBEsol exchange-correlation
functional and U = 3.5 eV is used. This value of U have been used in earlier works [3]. The

√
2 ×
√

2 × 2;
20-atom cells are used for the calculations. All structures are relaxed until the forces on the atoms are less than
10−5 eV/Å with energy convergence of 10−9 eV. The polarizations are calculated using berry phase approach.
AMPLIMODES software is used for symmetry mode analysis [5].

ABO3 perovskites have the same reference cubic Pm3̄m structure. But most of them usually have a lower
symmetry structure at room temperature. These structures can even undergo further phase transitions if the
temperature is lowered. Among the A+3V +3O3 rare earth perovskites, the smallest A cations (A=Yb-Dy,Y)
perovskites have orthorhombic Pbnm ground state structure with AMFG anti-ferromagnetic ordering and large
A cations (La,Ce Pr) have monoclinic P21/b ground state structure with AMFC ordering. The medium size A
cations (Tb-Nd) exhibit a mixed ordering (C+G)[6, 7]. The ideal undistorted structures of presently studied
superlattices are: P4/mmm for layered (001); P4/mmm for columnar (110) and Fm3̄m for rock-salt (111)
ordering respectively(see Fig 1). As the ground state in bulk perovskites is either orthorhorombic(AMFG) or
monoclinic(AMFC), we have compared the energy of both arrangements to find ground states of superlattices
. We have selected (Y La)V2O6, (PrLa)V2O6 superlattices for this purpose; the result are shown in the Table
1. We find that (Y La)V2O6 perovskite has a ground state with AMFG magnetic ordering for all three cation
ordered structures. On the contrary in (PrLa)V2O6 perovskite rock-salt order have AMFG magnetic ordering,
while the layered and columnar orders have AMFC magnetic ordering in their ground state respectively. In
(Y La)V2O6 and (PrLa)V2O6 materials rock-salt and layered cation order have the lowest energy respectively.
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Polarizations are also shown in the Table 1. To understand these energies trend and polarizations we have
performed the symmetry mode analysis (see Table 2). As suggested by Young et al.[8], the Madelung energy of
rock-salt order is lower than the layered and columnar orders, also the columnar order does not have any energy
lowering polar displacement causing it to have more energy than layered order. Hence AMFG (Y La)V2O6

perovskites have ground state in rock-salt cation order. In layered and columnar (PrLa)V2O6 AMFC magnetic
order introduces the R-type Jahn-Teller distortions represented by M−1 and Z+

3 modes in Table 2, this lowers
the energy of these orders with respect to the AMFG rock-salt order. Hence the layered order has minimum
energy in (PrLa)V2O6. The polarizations Pxy, Pz in layered structures are produced by the modes Γ−5 and Γ−3
respectively. These modes appears as a result of rotationally and Jahn-Teller (JT) distortions driven hybrid
improper mechanism due to trilinear couplings Γ−5 M

−
5 M

+
2 and Γ−3 M

−
1 M

+
3 respectively[3]. Here M−5 ,M

+
2 can

be represented by rotational modes φ−xy, φ
+
z and M+

3 ,M
−
1 by JT modes MJT , RJT respectively. In rock-salt

structures, the improper ferroelectric mechanism due to Γ−4 (Γ−5 )
3

coupling produce the polarization. Here
Γ−5 can be represented by rotational mode φ−xy. In addition to this coupling the trilinear couplings involving

Jahn-Teller distortion X+
3 (MJT ) are also been seen: Γ−4 X

+
3 X

−
5 , Γ−5 X

+
3 X

−
5 in rock salt structure. Since JT

distortions are connected to orbital-ordering and hence to magnetic ordering, a strong coupling is expected
between polarization and magnetism in these structures.

TABLE I: Summary of Calculated Ground State Properties of Ordered
Perovskites (AA′)V2O6.a

Material Cation ordering Magnetic ordering Space Group ∆E Pxy Pz

(Y La)V2O6 layered AMFG Pmc21 1.81 7.90 0

columnar AMFG P21/m 2.83 0 0

rock salt AMFG Pmn21 0 3.35 0

(PrLa)V2O6 layered AMFC Pb 0 2.95 0.37

columnar AMFC P 1̄ 1.35 0 0

rock salt AMFG Pmc21 2.13 1.10 0

a ∆E is the energy difference between ground state structures of the given
compound with respect to cation ordering (in meV/f.u). Pxy and Pz are
polarizations in respective directions (in µC/cm2)

TABLE II: Symmetry Mode Analysis.

Modes (Y La)V2O6 (PrLa)V2O6

Γ+
1 0.0896 0.0217

Γ+
5 - 0.0022

Γ−
3 - 0.0042

Γ−
5 0.7564 0.5810

M+
2 1.1142 0.9213

M+
3 0.1203 0.0116

M+
5 - 0.0012

M−
1 - 0.0924

M−
4 - 0.0100

M−
5 1.6048 1.3561

(a) Layered (001)

Modes (Y La)V2O6 (PrLa)V2O6

Γ+
1 0.0687 0.1678

Γ+
2 0.0120 0.0013

Γ+
3 0.1345 0.0120

Γ+
4 1.0929 0.9259

Γ+
5 - 0.0087

Z+
1 - 0.0116

Z+
2 - 0.0012

Z+
3 - 0.0924

Z+
4 - 0.0100

Z+
5 1.6048 1.3561

(b) Columnar (110)

Modes (Y La)V2O6 (PrLa)V2O6

Γ+
5 0.0236 0.0051

Γ−
4 0.2165 0.1534

Γ−
5 1.6316 1.3688

X+
2 1.0478 0.9097

X+
3 0.1291 0.1036

X−
5 0.7398 0.5858

- - -

- - -

- - -

- - -

(c) Rock-Salt (111)
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ABO3-type perovskite solid solutions with a large oxygen deficiency δ exhibit a 

perceptible ionic conductivity, leading to their use as electrolytes ((La,Sr)(Ga,Mg)O3- or 

materials for oxygen permeation membranes and solid oxide fuel cell cathodes 

((La,Sr,Ba)(Mn,Fe,Co)O3-) [1,2]. The oxygen migration in perovskites occurs by the 

vacancy mechanism with the migration through the "critical triangle" of one B site cation 

and two A cations as the bottleneck [3] (Fig. 1).  

 

 
Fig. 1. The transition state of an oxygen vacancy migration through the "critical triangle" in 

ABO3 perovskite structure  
 

As it is established now, the formation and migration energies of oxygen vacancies are 

two major factors determining oxygen reduction rate [2,4]. Based on first principles DFT 

calculations for supercells containing 40 up to 320 atoms, we analyze these two quantities 

for the bulk and  surface for a series of complex  (La,Sr)(Co,Fe)O3- (LSCF) perovskites 

[5].  The atomic relaxation, charge redistribution and energies of the transition states for 

oxygen ion migration are obtained and differences with Ba1-xSrxCo1-yFeyO3- (BSCF) 

perovskites [2,4] (which exhibit considerably lower migration barriers) are discussed in 

detail. It is demonstrated, in particular, that the main reason for a considerably reduced 

vacancy migration energy in BSCF compared to LSCF (and many other perovskites) is 

due to the charge transfer  from an oxygen ion in its transition state towards nearest B-

type cation which results in a smaller oxygen size and thus a smaller lattice distortion. It 

is shown also that the two major factors determining the vacancy migration energy in 

BSCF are geometric factors (Fig. 1, distance of migrating O* and A-type cation in 

transition state) and  vacancy formation energy (i.e. the electronic structure) (Fig.2).  
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Fig. 2. Oxygen vacancy migration barriers Em in Ba1-xSrxCo1-yFeyO2.875 as a function of the 

geometric factor (deviation from (Ba,Sr)*-O* distance (Fig. 1) from the BSC values used as a 

reference) and the electronic factor (vacancy formation enthalpy). The black dotted lines are a 

guide to the eye only. 

In contrast to BSCF, the perovskites from the (La,Sr)(Fe,Co,Mn)O3- family have 

higher migration barriers, typically ~ 0.8 eV, and do not depend much on the nature of 

the B cation. The geometrical criteria do not vary much between LSCF and BSCF (the 

larger average A cation ion radius in BSCF is balanced by the larger lattice parameter). 

On the other hand, the generally larger vacancy formation energies for LSCF, reflecting 

that electron transfer from removed O atom to the B cation is less favorable, also makes 

the partial electron transfer from the migrating O* in the transition state less favorable, 

resulting in much smaller charge transfers. As this charge transfer is the main reason for 

the low barriers in BSCF, it is not surprising that with smaller charge transfers the O 

migration barrier is higher in LSCF and less dependent on the vacancy formation energy. 
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Relaxor ferroelectrics possess intriguing electro-
mechanical and dielectric properties which are widely 
regarded to be related to local, correlated atomic 
displacements from long-range symmetry [1].  
However, the details of how short range correlations 
and disorder are related to relaxor behavior remain 
unresolved, and there remains no consensus on a real-
space model for the ground state of these materials. 
Single crystal diffuse scattering provides a powerful 
probe of such deviations from an average structure 
correlated over varying length scales, and over the last 
few years, techniques and instruments for measuring 
diffuse scattering with both x-rays and neutrons have 
seen a dramatic improvement, allowing for large 
volumes of reciprocal space to be measured in little 
time. We have applied these complementary methods to 
solid solutions of PMN-xPT, revealing new structure to 
the diffuse scattering of relaxors at low temperatures.  
 
Single crystals of PMN-xPT, with x ranging from 0% to 
50%, were studied at the Spallation Neutron Source 
using CORELLI, an instrument designed to measure 
elastic diffuse scattering while filtering out inelastic 
contributions from phonons. For samples on the Ti-poor 
side of the morphotropic phase boundary, although 
many previously observed features in the diffuse 
scattering around individual peaks were reproduced [2, 
3, 4], an additional zone-to-zone modulation pattern 
was apparent, where diffuse scattering was asymmetric 
between the higher- and lower-q regions surrounding 
many Bragg peaks. This diffuse scattering indicates 
some correlation between chemical order and 
displacement  order.  Even  as  other  diffuse   scattering 

Figure 1:  Neutron diffuse scattering taken in 
the H-K plane for PMN-xPT. 
 
a) Pure PMN   

 
 
b) PMN-30PT 

 
 
c) PMN-50PT 

 
        
 



 
features vary with concentration of titanium, the parity rules governing these modulations appear 
to be the same for all measured samples. Other features, including diffuse peaks at the R and M 
points and diffuse rods in low-titanium samples as well as splitting of Bragg reflections due to 
tetragonal domains in high-titanium samples are also seen, offering insight into the kinds of local 
distortions present in these samples and how these distortions are correlated. The temperature 
dependence of these elastic phenomena is also investigated, with many features diminishing as 
the sample temperature is increased and largely disappearing above TC. 
 
X-ray diffuse scattering measurements on two of these samples were also taken at the Cornell 
High Energy Synchotron Source (CHESS). Small pieces were taken from the original crystals 
measured using CORELLI and etched in a hot HCl bath. Using continuous rotation in shutterless 
mode and a large area detector, data were collected over a range of reciprocal space similar to 
that taken at CHESS. While there are some major differences between the neutron and x-ray 
data, many features are found to be in common. Most significantly, the zone-to-zone modulation 
of diffuse scattering observed with neutrons for PMN-30PT is also seen with x-rays. 
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LiNbO3 single crystal is a ferroelectric material, and pure LiNbO3 crystals, as well as 
LiNbO3 crystals Co-doped with Mg and other transition-metal ions, are very important for 
technological applications, such as acoustic wave transducers, acoustic delay lines, the optical 
storage of holograms, electro-optic modulation, optical rectification, second harmonic 
generation, Q-switches, and memory elements, because of their excellent electro-optic, 
nonlinear, and laser-host properties [1-3].  

Here, the spin-lattice relaxation times, T1, of the 7Li and 93Nb nuclei in Ti- or Fe-doped 
LiNbO3:Mg single crystals were investigated with a Fourier transform NMR spectrometer. 
The effects of paramagnetic impurities (Fe3+ or Ti3+) on the dynamics of LiNbO3:Mg crystals 
were investigated in five single-crystal systems: pure LiNbO3, LiNbO3:Mg (5 mol%), 
LiNbO3:Mg (5 mol%)/Ti (0.05 wt.%), LiNbO3:Mg (5 mol%)/Fe (0.05 wt.%), and 
LiNbO3:Mg (5 mol%)/Fe (0.05 wt.%; thermally treated at 500°C). The effects of the 
impurities were determined by measuring the T1 of the 7Li and 93Nb nuclei. The atomic-site 
distributions of the LiNbO3:Mg single crystals doped with Fe3+ or Ti3+ were examined based 
on the parameters of the 7Li and 93Nb nuclei.  

The T1 values of the 7Li nuclei in the LiNbO3:Mg/Fe and LiNbO3:Mg/Fe (500°C) 
crystals, which contained paramagnetic Fe3+ ions, were shorter than that in the pure LiNbO3, 
LiNbO3:Mg, and LiNbO3:Mg/Ti crystals (Fig. 1). The T1 values of the LiNbO3:Mg/Fe and 
LiNbO3:Mg/Fe (500°C) crystals are shorter than that of the pure LiNbO3 and LiNbO3:Mg 
crystals because of the presence of paramagnetic ions. In addition, the T1 values of the 7Li 
and 93Nb nuclei in the LiNbO3:Mg/Fe (500°C) crystal are longer than those in the 
LiNbO3:Mg/Fe crystal because the thermally treated LiNbO3:Mg/Fe (500°C) crystal has 
more O vacancies than the LiNbO3:Mg/Fe crystal.  

The T1 values of the 7Li nuclei in the LiNbO3:Mg/Fe crystal decrease with increasing 
temperature, whereas that in the LiNbO3:Mg/Fe (500°C) crystal increase with increasing 
temperature. The results of the LiNbO3:Mg/Fe (500°C) crystal are very abnormal when 
considering the lattice vibrations as a function of the temperature. According to the literature 
[3-7], Fe3+ ions can enter the Li+ and/or Nb5+ sites depending on the crystal-growth 
conditions. The abnormality of the T1 values in the LiNbO3:Mg/Fe (500°C) crystal may be 
caused by the migration of Fe3+ ions during the thermal treatment. As the temperature 
increases, the Nb ions  move in the  direction of the center of inversion to occupy positions  

1 

 



   
Fig. 1. T1 for 7Li nuclei in several LiNbO3 crystals as a function of inverse temperature. 
Fig. 2. T1 for 93Nb nuclei in several LiNbO3 crystals as a function of inverse temperature.  

 
between the O layers. On the other hand, the Li ions move away from the center of inversion 
to occupy positions in the same planes as the O layers. Fig. 2 shows that the relaxation times 
of the 93Nb nuclei decrease with increasing temperature for all of the single-crystal systems. 
It is reasonable believe that the lattice vibrations of all of the nuclei in the host materials 
become active when the crystal temperature increases. That is, the relaxation times of 
the 93Nb nuclei decrease as the temperature increases because of the quadrupole relaxation 
induced by the thermally activated phonons. The difference between the relaxation times for 
the 7Li nuclei in the pure LiNbO3 and LiNbO3:Mg/Fe crystals is approximately two orders of 
magnitude, whereas that for the 93Nb nuclei is approximately one order of magnitude. From 
the results of the present study, the Fe ions in the LiNbO3:Mg, LiNbO3:Mg/Ti, 
LiNbO3:Mg/Fe crystals replace the Li sites of the pure LiNbO3 crystal structure. 
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Chemical phase-separation in ferroelectric layered transition metal thiophosphates 
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Transition metal thio- and selenophosphates comprise a honeycomb sub-lattice of metal ions 
immersed into a cage of thiophosphate (P2S6)4- or selenophosphate (P2Se6)4- ions1. Owing to 
strongly ionic bonding, the electronic band-gaps are fairly large, from 2 to 3.5 eV. Furthermore, 
a small subset of the known ionic compositions, mostly involving Cu+1 ions, is known to have 
ferroelectric, antiferroelectric and mutliferroic ground states.2,3 Such properties are rarely found 
among covalently bonded layered chalcogenides, such as MoS2. The details of ferroelectric 
ordering in thiophosphates are not well understood at present. Among approximately 230 known 
compositions of thiophosphates, only one material – CuInP2S6 4- has a Curie temperature slightly 
above room temperature. So far, the attempts to increase this value by chemical substitution (e.g. 
Se for S) have always led to suppression of the ordering temperature.  

 

Figure 1. Left – a typical single crystal of Cu-deficient copper-indium thiophosphate, with a 
general stoichiometry of CuxInyP2S6. Middle – PFM image (amplitude) showing non-
piezoelectric inclusions of In4/3P2S6 (black) coexisting with ferroelectric CuInP2S6 
(white/brown) within each layer of a layered crystal. White and brown colors correspond to up 
and down polarized domains, separated by domain walls. Right: ferroelectric Tc as a function of 
average Cu/In ratio. The maximum Tc is achieved in a crystal with the lowest volume fraction of 
the ferroelectric CuIn phase. 

Motivated by finite ionic conductivity in these materials, we have investigated them 
experimentally and theoretically from the perspective of solid solutions.5 In particular, depleting 
CuInP2S6 of electroactive Cu+1 ions creates a unique layered structure – which has all the 
signatures of coherent spinodal decomposition into stoichiometric CuInP2S6 and In2P3S9 phases. 
When probed on the nanoscale, the materials reveal a rich and self-organized texture of 



ferroelectric and non-ferroelectric domains (Fig. 1 middle) with nearly nanoscale-sharp 
boundaries. Spinodal decomposition occurs without any significant perturbation of the basic 
layered structure – producing cleavable and air-stable surfaces and quasi-2D sheets. Perhaps 
most strikingly, we found that chemical phase-separation increases the Curie temperature for 
ferroelectric ordering by up to 40K (Fig. 1 right) – which we surmise to be the chemical pressure 
effect. From the analysis of the pressure-dependent Tc,6 we also inferred about 10-fold larger 
entropy of the ferroelectric phase transition in CuInP2S6, compared to BaTiO3, most likely due to 
combined effect of the layered structure and the order-disorder type of the phase transition. This 
large entropy allows Tc to be meaningfully tuned by alloying. The rich dielectric functionality 
offered by this underexplored class of compounds may give rise to unique layered and 2D 
materials, as well as new physics at van-der-Waals interfaces to known families of 2D 
compounds. 

This research was sponsored by the Laboratory Directed Research and Development fund at the 
Oak Ridge National Laboratory. Probe microscopy was carried out at the Center for Nanophase 
Materials Sciences, sponsored at the Oak Ridge National Laboratory by the Division of User 
Facilities, Basic Energy Sciences, US Department of Energy. 

1. Evain, M., Brec, R. & Whangbo, M.-H. Structural and electronic properties of transition metal 
thiophosphates. J. Solid State Chem. 71, 244–262 (1987). 

2. Simon, A., Ravez, J., Maisonneuve, V., Payen, C. & Cajipe, V. B. Paraelectric-Ferroelectric 
Transition in the Lamellar Thiophosphate CuInP2S6. Chem. Mater. 6, 1575–1580 (1994). 

3. Macutkevic, J., Banys, J., Grigalaitis, R. & Vysochanskii, Y. Asymmetric phase diagram of 
mixed CuInP2(S/Se)6 crystals. Phys. Rev. B 78, 064101 (2008). 

4. Belianinov, A. et al. CuInP2S6 Room Temperature Layered Ferroelectric. Nano Lett. 15, 
3808–3814 (2015). 

5. Susner, M. A. et al. High-Tc Layered Ferrielectric Crystals by Coherent Spinodal 
Decomposition. ACS Nano (2015). doi:10.1021/acsnano.5b05682 

6. Grzechnik, A., Cajipe, V. B., Payen, C. & McMillan, P. F. Pressure-induced phase transition 
in ferrielectric CuInP2S6. Solid State Commun. 108, 43–47 (1998). 

 

 



First-Principles Calculations of Rare Earth Iron Garnets 

Ryan Nakamoto1, Bin Xu1, Laurent Bellaiche1 

1Physics Department and Institute for Nanoscience and Engineering, University of Arkansas, Fayetteville, 
Arkansas 72701, USA 

 
Rare earth iron garnets encapsulate an array of 
ferrimagnetic materials, with a composition of R3Fe5O12 
where R is an element in the lanthanide series or 
Yttrium. The physical properties of rare earth iron 
garnets have been studied experimentally, however due 
to the large size of the unit cell (160 atoms, space group 
Ia3d) its first principles calculations are computationally 
expensive [1]. These calculations may serve as reference 
point and/or provide a microscopic insight into these 
complex systems.  
 
The magnetic moment of the rare earth is antiparallel 
with the total magnetic moment of the octahedral and tetrahedral iron elements as shown in Figure 2. The 
ordering temperature of the rare earth causes the moment of the garnet to invert as it approaches room 
temperature as its contribution to the overall magnetic moment decreases as shown in Figure 3. In 
addition, its Faraday rotation is known to be dependent on its magnetic moment allowing it to be used in a 
variety of uses in magneto-optical, microwave, acoustic, and optical applications [2].  
 

Some work has already been done on select iron garnets, e.g. YIG [4]. Here, we computed the lattice 
constants, magnetic moments, and density of states of several of the rare earth iron garnets, by using the 
Vienna Ab-initio Simulation Package [5]. Calculations were done by using pseudopotentials without and 
with f-electrons to understand the effect of these localized electrons on structural and magnetic properties 
of garnets. 

Figure 3, Absolute value of the magnetic 
moment of rare earth elements [3] 

Figure 2, Structure of rare earth iron 
garnet with magnetic moment [3] 

Figure 1, Unit cell of rare earth iron garnet 



The first principles calculations of the lattice constants with and without f-electrons are both found to be 
within 2% of experimental results by Espinosa [6], with the calculation for Gd3Fe5O12 even coming in 
below 1% error of the experimental results by Geller [7].  

If time allows, first principles calculations on electronic band structure, phonons, and spin orbit coupling 
will also be reported.  

 

Acknowledgements This work is financially supported by the Arkansas Department of Higher Education 
through the SURF grant (R.N.).  B.X. thanks the Department of Energy, Office of Basic Energy Sciences, 
under contract ER-46612 and L.B. acknowledges NSF grant DMR-1066158. 
 
References 

 

[1] S. Geller and M.A. Gilleo, Acta Crytallographica 239 (1957) 

[2]   W. A. Crossley, R. W. Cooper, J. L. Page, and R. P. van Stapele, J. Appl. Phys. Journal Of Applied 
Physics 1497 (1969). 

[3] M. Viret, International School Of Oxide Electronics 2015 (2015). 
 
[4] Y.-N. Xu, Z.-Q. Gu, and W. Y. Ching, J. Appl. Phys. Journal Of Applied Physics 4867 (2000). 
 
[5] J. Hafner and G. Kresse, Properties Of Complex Inorganic Solids 69 (n.d.). 
 
[6] G. P. Espinosa, The Journal Of Chemical Physics J. Chem. Phys. 2344 (1962). 
 
[7] S. Geller, J. P. Remeika, R. C. Sherwood, H. J. Williams, and G. P. Espinosa, Phys. Rev. Physical Review 
(1965). 
 

12.1
12.2
12.3
12.4
12.5
12.6
12.7
12.8

57 59 61 63 65 67 69 71

La
tt
ic
e	
Co

ns
ta
nt
	(Ǻ

)

Atomic	Number

Non-F

F

Experimental

Figure 4, First principles lattice constants of rare earth iron garnets vs measured lattice constants. 

] 
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Starting with [1], temperature-misfit diagrams have become important tools for investigation, design

and engineering of ferroelectric and ferroelastic films in different phase states. Most of existing

theoretical works do not consider possibility of formation of heterophase state. Therefore, they are

correct only for very thin films where the effect of interface energies between phases forbids the

formation of multi-phase structures. However, this effect becomes relatively small if the film is

thicker than ~100nm where its elastic interaction with the substrate drives formation of heterophase

structures. These structures can contain co-existing stable and metastable phases with the latter being

stabilized by an epitaxial constraint. We present theoretical analysis and experimental results on the

engineering of polydomain heterophase nanostructures in epitaxial films. These structures can

demonstrate substantial extrinsic responses to external electrical and mechanical forces due to the

evolution of domains under the field.
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Fig. 1. (a) Free energies of the single phases and heterophase consisting with one tetragonal –T phase and one
rhombohedral –R phase, as a function of substrate misfit in an epitaxial film and dependence of domain fraction on
misfit (adapted from Ref 2); (b) schematic of the heterophase structure in the epitaxial film (adapted from Ref 3).

Figure 2. (a) Cross-sectional TEM image of a BFO/SRO/LAO heterostructure. (b) High-resolution TEM image of
the BFO/SRO interface corresponding to the region marked by a yellow box in (a), the nanoscale domain interface
between the R and T phases in the BFO film is denoted by an orange dashed line. (c) High-resolution TEM image of
the BFO film bulk corresponding to the region marked by a yellow circle in (a). (d) Schematic illustration of the RBFO

and TBFO unit cells, and (e) Fast Fourier Transformed (FFT) electron diffraction pattern of the two-phase region. (Jun
Ouyang et al., unpublished results)
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Since 2009, the investigation of the coupling of multiferroic materials with light has experienced a
renewed interest, as above-bandgap photovoltages were found to occur in BiFeO3 thin films1. The
so-called Bulk Photovoltaic Effect (BPVE)2,3, occurring in any material lacking inversion symmetry,
has therefore attracted interest for the design of new efficient and cheap solar cells. Therefore, the
lack of inversion symmetry of ferroelectrics makes them natural candidates to the design of tnew
kinds of solar cells, and also provides them with interesting piezoelectric properties. The lack of
inversion symmetry of ferroelectrics is also fundamental to their so-called piezoelectric properties,
i.e. the coupling of their electric polarization to strain. Therefore, ferroelectrics offer a natural route
towards  the  realization  of  light-induced  actuators  among  the  so-called  class  of  photostrictive
materials4.  Experimental  evidences towards this  goal  have appeared in the last  five years,  with
intense studies of the so-called photostriction in bismuth ferrite5,6. Besides this steady state response
of ferroelectrics to excitation by light, a giant shear strain induced by femtoseconds laser pulses has
been detected in bismuth ferrite, and attributed to the conjunction of the BPVE and the piezoelectric
effect in BFO7,8. In addition, time-resolved synchrotron diffraction showed that shifting of Bragg
peaks  on  a  picosecond  time  scale  occurs  in  both  bismuth  ferrite9 and  a  more  conventional
ferroelectric, lead titanate10. 
However, until now, theory has not investigated the coupling of light with the electromechanical
properties of ferroelectrics on a microscopic scale. To tackle this problem, we employ a ∆-SCF
scheme11 in which the occupation numbers of the Kohn-Sham orbitals are constrained. According to
our results, BFO should shrink along its pseudo-cubic and the polarization axes, with the pseudo-
cubic angle getting closer to 90°. On the other hand, the directions perpendicular to the polarization,
such as  [1-10]pc stretches  under  excitation of  electrons  in  the conduction  band.  Looking at  the
character of the states of the conduction band, which are mainly 3d-states from iron, we interpret
the photostriction as the result of the screening of the polarization by excited electrons localized on
iron ions.

This work is mostly supported by the  Department of Energy, Office of Basic Energy Sciences,
under contract  ER-46612. L.B.  also thanks the support  from the Air Force Office of Scientific
Research Under Grant FA9550-16-1-0065. C. P. thanks acknowledges support from a public grant
overseen by the French National Research Agency (ANR) as part of the “Investissements d’Avenir”
program (reference: ANR-10-LABX-0035, Labex NanoSaclay).
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Charge-order-induced ferroelectricity in LaVO3/SrVO3 superlattices
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Ferroelectric polarization induced by charge order has been reported in transition-metal com-

pounds in which the symmetry breaking by charge order is crucial to the ferroelectricity[1]. However

in many cubic perovskite transition metal oxides, the charge-ordered ferroelectricity is prohibited

by high point group symmetry. Forming superlattices composed of two (or more) transition metal

oxides is an effective way to induce the ferroelectricity by charge order since the superlattice lowers

the point-group symmetry and allows to control the d-orbital occupancy to have a fractional value,

leading to charge ordered phases[2]. If the charge ordering breaks the symmetry prohibiting the

ferroelectricity, the ferroelectric polarization will emerge with the formation of the charge order.
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FIG. 1. (a) Atomic structure of (LaVO3)1/(SrVO3)1 superlattice. (b) Schematics of two charge order

patterns. Left: checkerboard-type charge order where all the nearest neighbors of V4+ cation are in V3+

and vice versa. Right: layered charge order where the valence of V cations are uniform within the xy plane

and have alternating valence configuration of V4+ and V3+ along the z-direction. (c) Total energy in CCO

(blue circle) and LCO (brown square) phases as a function of the epitaxial strain relative to the bulk LaVO3

lattice constant.

The 1:1 superlattice composed of LaVO3 and SrVO3 is investigated as a candidate material for

the charge-order-induced ferroelectricity using density functional theory plus U (DFT+U) method.

The atomic structure of the superlattice is presented in Fig. 1 (a). The low temperature phase

of orthorhombic LaVO3 and cubic SrVO3 are antiferromagnetic Mott-insulating and correlated



2

metallic phase, respectively[2–4]. When they form the 1:1 superlattice, the average valence of the

Vanadium has a fractional value of V3.5+. Due to the strong on-site Coulomb interaction, the

Mott-insulating state with charge, orbital, and magnetic order would be preferred where the half

of the Vanadium cations have the nominal valence of V 3+ and the other half of V 4+. We investigate

low-energy charge-ordered phases and identify the ferroelectric phase driven by charge ordering.

We calculate the low-energy phases of the superlattice using GGA+U method (U= 4 eV, J=

0.6 eV) and find the Mott-insulating antiferromagnetic phases with two distinct charge ordering

patterns as illustrated in Fig. 1 (b). Both checkerboard charge-order (CCO) and layered charge-

order (LCO) phases have a ferroelectric polarization in the xy plane due to the octahedral rotation

and tilt[5]. In contrast, we find that the out-of-plane polarization is non-zero in the LCO phase,

whereas the corresponding polarization for the CCO phase vanishes by symmetry, showing charge-

ordered-induced ferroelectricity in the LCO phase. The out-of-plane polarization calculated by

the Berry phase method[6] is 32 µC/cm2 where we have identified a possible switching path on

which the system remains insulating. When the structures are fully relaxed, the energy of this

polar (LCO) state relative to the lower-energy nonpolar (CCO) state is found to be only 3 meV/5

atom unit cell. The epitaxial strain dependence of the energy difference between the two phases is

calculated as in Fig. 1 (c) and we find that the energy difference can be reduced to zero by tensile

strain. This suggests that the polar state could be induced by applied electric field, and, depending

on the switching process, a ferroelectric hysteresis loop could be observed.
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Antiferroelectrics form a class of important materials that are currently receiving a lot of attention, 
mainly because they are promising candidates for delivering high-energy storage density1-5.  They are 
also fundamentally interesting, as, e.g., demonstrated by the recent activities aimed at understanding 
the unusual ground state of the prototype of antiferroelectrics, that is PbZrO3 (PZO) 6-12.  Such ground 
state is of Pbam symmetry, and possesses three significant phonon modes. One of these modes is 
denoted as R+

4 and is rather simple, in the sense that it corresponds to typical antiphase oxygen tilting. 
The other two modes are much more complex, as evidenced by their atypical pattern of lead and oxygen 

displacements shown in Fig. 1. They are the so-called 2 and S4 modes. Some recent works suggested 
that the formation of Pbam as the ground state of PZO originates from a trilinear energy that couples 

R+
4, 2 and S4 

6-8. However, this trilinear energy only amounts to 27 meV out of the 392 meV gain of the 
Pbam state with respect to the cubic paraelectric phase, according to first-principles calculations6, and 

does not explain why the unusual 2 and S4 modes are strongly unstable by themselves in PZO6. One 
may therefore wonder if another energy plays a crucial role in PZO, and what is the analytical form of 
such energy in terms of elemental interatomic couplings (if any).  

It is also legitimate to determine if such hypothetical energy can further describe other complex 
antipolar states that many materials are known to exhibit and may also be of relevance to the formation 
of incommensurate phases in perovskites.  

Here, we report the discovery of a novel atomistic energy that bi-linearly couples the A-cation 
displacements and oxygen octahedral tilting in ABO3 perovskites. Analytical derivations starting from 

this atomistic energy result in macroscopic energies that not only explain why the 2 and S4 antipolar 
modes of PZO are unstable but also yield the unusual atomic patterns of these modes. This atomistic 
energy is further demonstrated to (i) be applicable to k-points that are neither at the zone-center nor at 
the zone-borders of the cubic first Brillouin zone; (ii) describe other complex antipolar states and other 
antiferroelectrics; and (iii) can also explain why some perovskites adopt incommensurate structures.  
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Figure 1: Panel (a) shows the pattern of Pb displacements in the 2 mode of the Pbam ground state of PbZrO3. 

Panel (b) displays the oxygen motions associated with the tilting of the oxygen octahedral in this 2 mode, and 

Panel (c) depicts the resulting pattern of the i pseudo-vector (representing oxygen octahedral tilting) in this 

2 mode. Panels (d), (e), and (f) show similar information but for the S4 mode. 
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Strong crystalline anisotropy is one of the signature features of proper ferroelectrics. It forces
local electric dipoles to orient along specific lattice directions and therefore limits the underlying
rotational symmetries to a finite set of point group operations. In turn, such symmetry reduction
has a significant impact on the physics of ferroelectric phase transitions, drawing a line between
proper ferroelectrics and systems described by underlying continuous symmetries.

However this borderline, being sharp at a first glance, smears out under careful investiga-
tion. For instance, spin-orbit coupling in “real-life” magnetic systems gives rise to antisymmetric
superexchange and magnetocrystalline anisotropy that, albeit weak, break continuous rotational
symmetry. Improper ferroelectrics stand as another example, where continuous symmetry can only
be seen as “approximate”. Nonetheless, both magnetic materials and improper ferroelectrics carry
an imprint of an exact continuous symmetry. Namely, both can exhibit non-trivial linear or point
topological defects. This raises an interesting question of when the symmetry can be considered
“continuous enough” so as to allow existence of such defects. Moreover, if the continuous symmetry
is not a necessary condition, can proper ferroelectrics exhibit such defects? If so, what would be
the mechanism of topological protection?

FIG. 1: Internal space manifolds for paraelectric (P), tetragonal (T ) and orthorhombic (O) phases of bulk

BaTiO3. For each case, all possible values of local electric dipoles, ~d, fall within the filled regions constituting
the manifolds. In the paraelectric phase, the internal states manifold corresponds to a volume bounded by
a cube with rounded edges and centered at ~d = 0. The edges of the bounding cube are perpendicular to
dx, dy and dz coordinate axes. At each ferroelectric phase transition the topology of the manifold changes
— it is ruptured at points corresponding to possible macroscopic polarization value in the high symmetry
phase. This change, reflected in varying values of the Euler characteristic χ, stabilizes point topological
defects in the tetragonal phase, linear defects in orthorhombic phase and planar defects (domain walls) in
the rhombohedral phase.

In this study, taking BaTiO3 as a model example, we attempt to clarify these questions. For this,
we step away from the commonly used notion of an order parameter space and, instead, consider
the topology of the so-called internal states manifolds. Internal states manifolds, introduced by
G. Toulouse and W. Kléman at the dawn of the topological defects theory, can be defined as
sets of all possible values of the local order parameter [1]. Such sets have a lot of common with
order parameter spaces, and often both definitions can be even equivalent. However, unlike the
notion of an order parameter spaces, the concept of an internal space manifold does not rely
on the symmetry of the system. Therefore, internal space manifolds generally contain much more
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information about finite-temperature fluctuations of the local order parameter. In order to examine
this subtle difference, we have computed (see Fig. 1) the internal states manifolds for all phases of
bulk BaTiO3 using Monte Carlo simulations and the effective Hamiltonian model of Ref. [2].

From Fig.1, one can see, that at each ferroelectric phase transition, the topology of the internal
states manifold changes — it is ruptured at points corresponding to possible macroscopic polar-
ization values in the higher symmetry phase. Moreover, Fig. 1 shows that the T and O phases are
stabilized by strong dipolar fluctuations, in accordance with the Comes-Guinier-Lambert model [3],
perturbative fluctuation theory of Ref. [4] and recent molecular dynamics simulations [5]. Finally,
the obtained results show that in the O and T phases, the topology of the internal states mani-
folds is different from that of the corresponding order parameter spaces. For instance, in the T
phase, the order parameter space consists only of six disconnected points (equivalent values of
macroscopic polarization), while the internal states manifold constitutes a continuous set that is
topologically equivalent to a sphere. In another words, the internal states manifold in the T phase
is, in fact, equivalent to the order parameter space of a spherically-symmetric Heisenberg model!
Therefore, analyzing the topology of internal states manifolds we are led to conclude that despite a
strong crystalline anisotropy and unambiguously discrete symmetry, tetragonal and orthorhombic
phases of BaTiO3 can host point and linear topological defects, that are essentially protected by
finite-temperature fluctuations.

Pursuing the topological analysis of dipolar configurations in bulk BaTiO3 we further inquire on
whether linear and point topological defects can be stable even in the case when finite-temperature
fluctuations seize to provide necessary protection. Such situation is realized in the R phase of
BaTiO3, where the “true” topological defects correspond to domain walls. In this case, one can
expect formation of linear “defects” corresponding to junctions of domain walls or even contact
points of ferroelectric domains as a result of large-scale continuity of the domain network. Casting
this continuity requirement in the form of a conservation law relating numbers of defects of different
dimensionality, we reveal the topological nature of domain wall junctions and explore possible
elementary processes leading to elimination of these linear defects from a domain network. As a
result, we find that three-fold junctions can be locked within a domain pattern, and in this sense
can be seen as topological defects, protected by the geometry of the domain network.

In summary, the results of our study shake the common belief that continuous symmetry is a
prerequisite for stability of linear and point topological defects. This conclusion not only allows
us to suggest that overlooked topological structures can exist in proper bulk ferroelectrics, but
also provides a leeway to generalize a plethora of “continuous-symmetry” theorems and theoretical
arguments to systems with strong anisotropy.
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Barium titanate (BaTiO3) is a ferroelectric oxide which undergoes four phase transitions
(rhombohedral–orthorhombic–tetragonal–cubic) as the temperature increases. In this study, a clas-
sical interatomic potential for BaTiO3 based on the bond–valence theory was developed. This atom-
istic potential was parameterized from density functional calculation results, and enables accurate
large–scale molecular dynamics (MD) simulations at finite temperatures. Our model potential for
BaTiO3 can not only reproduces the temperature–driven phase transitions well, but also allows the
atomic scale analysis of BaTiO3 structures. By carrying out MD simulations, we demonstrate that
the phase transitions of BaTiO3 have a mix of displacive and order–disorder characters. Besides,
our calculation also provides insight in structural dynamics during phase transition: we discov-
ered that the global phase transition of BaTiO3 is associated with transitions of every component,
including the ones already averaging to zero. Besides, during the orthorhombic to tetragonal tran-
sition, the x component exhibits a bond–hardening character, which is opposite to the conventional
understanding that temperature increase generally causes bond–softening.

BaTiO3 possesses promising applications in electronic
devices, such as high–κ dielectrics, non–volatile mem-
ory, and piezoelectric sensors [1–4]. Therefore, devel-
oping an atomistic potential which enables large scale
and fast molecular dynamics (MD) simulations is of great
importance. However, because of the small energy differ-
ences among the four phases (rhombohedral, orthorhom-
bic, tetragonal and cubic) [5–7], the development of an
accurate classical potential for BaTiO3 has proven to be
not straightforward, In this work, we apply the bond–
valence model to BaTiO3 and parameterize an all–atom
interatomic potential. This potential is able to repro-
duce the rhombohedral–orthorhombic–tetragonal–cubic
(R-O-T-C) phase transition in isobaric–isothermal en-
semble (NPT ) MD simulations well. The phase transi-
tion temperatures agree with previous theoretical results
perfectly [8].

To examine the performance of the recently obtained
force field, we studied the temperature dependence of
lattice constants (a, b and c), local displacements of Ti
atoms (dx, dy, and dz), and polarization (Px, Py, and Pz).
NPT MD simulations were carried out with a 10×10×10
supercell (5000 atoms), and the temperature was con-
trolled via the Nóse–Hoover thermostat. The pressure
was maintained at 1 atm via the Parrinello–Rahman
barostat [9]. The MD simulation results are shown in
FIG. 1, the simulations clearly reveal the R-O-T-C four
phases in different temperature ranges and all the phase
transitions are first order. Below 100 K, the polariza-
tion lies along [111] direction (Px = Py = Pz), which is
the character of the rhombohedral phase. As tempera-
ture increases above 100 K, the z component of polariza-
tion, Pz, becomes zero, indicating that the phase tran-
sits from rhombohedral to orthorhombic (Px = Py > 0,
Pz = 0). Above 110 K, the polarization aligns preferen-
tially along (100) direction (Px > 0, Py = Pz = 0) and

the phase is tetragonal. Around 160 K, the ferroelectric-
paraelectric phase transition occurs and this temperature
is the Curie temperature acquired from our MD simula-
tion. The Curie temperature is underestimated in MD
simulations and the underestimation is attributed to the
systematic error of density functional used for force field
optimization [10, 11].

It is worth mentioning that the phase transition tem-
peratures given by our bond–valence model match well
with those predicted by the shell model [8]. The averaged
lattice constants at the four phases from MD simulations
are also in good agreement (error less than 1%) with the
PBEsol values. All these results demonstrate the robust-
ness of this interatomic potential.

We also conducted MD simulations with varying tem-
peratures, in order to investigate the features of struc-
tural dynamics during phase transitions. The temper-
atures were controlled by the Nóse–Hoover thermostat
with a thermal inertia parameter Ms=10 and increased
from 100 K to 110 K (R to O), 110 K to 120 K (O to
T) and 155 K to 165 K (T to C) respectively in three
different sets of simulations. The Ti displacement distri-
butions changing with temperature along three axes were
analyzed and plotted in FIG. 2.

The changes of Ti displacement distributions during
the rhombohedral to orthorhombic phase transition is
shown in the first column (from 100 K to 110 K). In the
x and y direction, the centers of the Ti distributions shift
up, indicating the transitions are displacive. However, in
the z direction, both the average and the standard de-
viation change a lot, demonstrating that the transition
involves a mix of displacive and bond–softening charac-
ters [12]. The second column shows the orthorhombic
to tetragonal transition, the transition of the y compo-
nent includes both displacive and bond–softening fea-
tures, same as the z one in the rhombohedral to or-
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FIG. 1. The polarization, Ti displacement, and lattice con-
stants of BaTiO3 at different temperatures. The phase tran-
sition temperatures are 105 K, 115 K and 160 K.
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FIG. 2. Dynamics of Ti displacement distributions during
phase transitions. The horizontal axis represents the time,
the vertical axis represents the fraction of the Ti displace-
ments and the color scale represents the percentages of Ti
displacement.

thorhombic transition. However, the z component ex-
hibits a novel transition feature: after the transition, the
Ti displacements are located closer to 0, indicating bond
hardening. The bond–hardness–changing transition can
also be observed for the y and z components in the tetrag-
onal to cubic transition.

Based on the features of the Ti displacement distribu-
tions at different phases, the characteristics of BaTiO3

phase transition can be summarized as: (1) Opposite to
the conventional sense that thermal excitation usually
causes bond–softening, increasing temperature can also
induce bond hardening. The dynamics of x component
polarization during the orthorhombic to tetragonal tran-
sition is an example. (2) For BaTiO3, all the phase tran-
sitions possess both bond–hardness–changing and dis-
placive characters; (3) When the global phase transition
occurs, each component undergoes phase transition, even
for the non–polar ones;
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Ferroelectric nanoparticles receive a considerable research attention [1, 2] and novel
fabrication methods are being developed [3]. These particles can be embedded in another
medium, with which the corresponding heterostructure can be supplied with novel topolo-
gies and additional functionalities [1, 2]. However, one of the critical factors determining
the use of these systems is the ferroelectric instability itself.

We study theoretically the ferroelectric instability in nanotubes and spherical nanoshells
by following a Ginzburg-Landau-like approach. In addition to the overall size effect, we
analyze the impact of the thickness, relative permittivities, and boundary conditions on the
transition temperatures corresponding to both irrotational and vortex-like distributions of
polarization.

We have found an intriguing topological finite-size effect that can promote the compe-
tition between different types of ferroelectricity in the ultra-thin limit. Figure 1 plots the
transition temperature Tc for vortex-like polarization state in a ferroelectric nanotube. Tc

as a function of R1 and R2 can show rather different behaviors when these parameters are
varied separately. This is eventually determined by the extrapolation length λ . Specifically,
the “topography" of the Tc(R1,R2) map changes in such a way that its maximum gradient
rotates by 45◦ as λ goes from 0 to ∞. This unequivalence in the finite-size effect is related
to the specific topology of the systems under consideration [4].

Our results are expected to provide useful insights for the engineering of the ferroelec-
tric properties at the nanoscale.
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Figure 1: Transition temperature for vortex-like polarization state in a ferroelectric nan-
otube. Figures (a) - (d) plot the Tc −Tc0 as a function of internal (R1) and external (R2) radii
of the nanotube. Figures (e) - (h) plot Tc−Tc0 along the paths A-O (blue) and B-O (orange).
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Bismuth vanadate (BiVO4), a well known photocat-
alytic material [1, 2], has a ferroelastic tetragonal to mon-
oclinic transition at Tc = 528 K [3, 4]. While the high
temperature tetragonal phase has negligible photocat-
alytic activity, the room temperature monoclinic phase
has shown promising water splitting properties due to
both a low optical band gap (∼2.4 eV) and a proper
band edge alignment to water redox potentials.

FIG. 1. Tetragonal to monoclinic phase transition.

The high temperature phase of BiVO4 has a I41/a
(#88) tetragonal structure [5]. The low temperature
monoclinic C2/c (#15) phase corresponds to a small
centrosymmetric distortion of the tetragonal phase. As
shown in Fig 1, both tetragonal and monoclinic struc-
tures are composed of VO4 tetrahedra connected to Bi
oxygen cages. The monoclinic phase arises through an
antiparallel off centering of the Bi atoms, and is charac-
terized by a large difference between largest and smallest
Bi-O bond length δ ∼ 0.275Å.

Previous first principles studies on BiVO4 has focused
on the structural and electronic properties of the tetrag-
onal and monoclinic phases, and the stereochemical ac-
tivity of the Bi lone-pair [6–10]. However, a clear un-
derstanding of the role of the ferroelastic transition in
the photocatalytic properties of BiVO4 remains elusive.
Remarkably, the experimental local geometry of the mon-
oclinic structure is not reproduced by standard first prin-
ciples methods [6].

In this work, we use first principles calculations to in-
vestigate the effect of hydrostatic strain in the structural

and optoelectronic properties of BiVO4. We find that,
above a certain critical strain (η > 1.5%), the tetrag-
onal structure develops an instability and distort into
the monoclinic phase. The experimental structure of the
monoclinic phase is recovered at η ∼ 1.75% strain.

As a function of strain, the electronic band gap of
the monoclinic phase increases and switches from quasi -
direct to indirect. The band structure and density of
states (DOS) are modified with increasing strain. This
effect is originated by the increase of local distortions
around the Bi atom and the contribution of Bi 6s states
in the upper portion of the valence bands.

In addition, we construct an effective energy expansion
to describe the ferroelastic phase transition as a function
of strain. The monoclinic phase is stabilized at large
strain due to a linear coupling term between strain and
Bi displacements. We study the dependence of the model
on exchange correlation functionals.

FIG. 2. (a-b) Structural modes relating the tetragonal and
monoclinic structures.

The reference tetragonal structure is related to the
lower symmetry monoclinic structure by the combined
distortions of two zone-center (q = 0) modes: Γ+

1 and Γ+
2 ,

depicted in Fig 2. The Γ+
1 acoustic mode corresponds to

a uniform compression/expansion of the unit cell. The
Γ+

2 optical mode corresponds to an antiparallel displace-
ment of the Bi atoms, and originates the characteristic
asymmetry of the Bi-O bond lengths in the monoclinic
phase.
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FIG. 3. (a) Energy of the tetragonal and monoclinic phases
as a function of hydrostatic strain. Monoclinic (a) Bi-O bond
lengths, (b) V-O bond lengths, and (c) δ as a function of
hydrostatic strain. Experimental values are represented by a
dash line [5].

Fig. 3 (a) shows the energy of the tetragonal and
monoclinic structure as a function of strain η = QΓ+

1
.

Tetragonal (1) shows the effect of uniform strain in the
tetragonal structure. Tetragonal (2) represents the struc-
ture obtained by relaxing the internal atomic positions of
Tetragonal (1). For small strain (−1% < η < 1%), the
energy difference between tetragonal and monoclinic is
less than 1 meV per formula unit (f.u.). For compressive
strain (η < −1%), the monoclinic structure converge to
the tetragonal structure. For tensile strain (η > 1%),
the monoclinic structure is increasingly favored over the
tetragonal phase.

Fig. 3 (b-d) shows the magnitude of the Bi-O and V-
O bond lengths, and δ as a function of strain. Tensile
strain splits the Bi-O bonds in the tetragonal structure
and increases the asymmetry δ, stabilizing the monoclinic
phase. The best approximation of the experimental local
geometry, represented with a dash line, is recovered for
η ∼ 1.75%.

In order to understand the coupling mechanism be-
tween the structural modes, we expand the energy of the
monoclinic phase as a function of strain η = Γ+

1 and
Γ+

2 [11]:

E = a1η + a2η
2 + a3Q

2
Γ+
2

+ a4η
3 + a5Q

2
Γ+
2
η + ...

..a6Q
2
Γ+
2
η2 + a7η

4 + a8Q
4
Γ+
2

Using first principles calculations we compute the value
of the coefficients in front of the expansion and reproduce

the essential features of the phase transition. The cou-
pling term Q2

Γ+
2

η is responsible for the stabilization of the

monoclinic phase at large strain.

FIG. 4. Band structure and density of states (DOS) for the
monoclinic phase at (a-b) η = 0%, (c-d) η = 1.5% and (e-f)
η = 3% strain.

Finally, Fig. 4 (a-f) show the effect of strain in the
electronic and optical properties of the monoclinic struc-
ture. We find that with increasing strain, the band gap
increases and switches from quasi -direct to indirect. The
large modification of band structure and density of states
is explained by the large distortion of the Bi-O cage, as-
sociated to the increase of QΓ+

2
. We further explore the

effect of strain in the photocatalytic properties of the
material.
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Research on innovative materials and device structures is sought that enhances the performance 
of electro-mechanical transducers used by the Department of Navy to generate, detect and 
suppress undersea sound waves. The present Office of Naval Research program has two thrusts. 
The first aims to devise and validate first-principles quantum-mechanical methods to evaluate the 
properties of materials with structural phase transitions; this will enable the exploration of the 
properties of new materials in advance of their synthesis. The second focuses on the new high 
coupling, high-strain relaxor piezoelectric single crystals.  Efforts underway aim to produce and 
characterize these piezocrystals and to design, fabricate and test innovative transducers from 
them for Navy SONAR systems. 
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Materials exhibiting ferroelectricity induced by noncentrosymmetric spiral magnetism

have received much attention due to their strong magnetoelectric effect and the poten-

tial applications in spin-driven electronics. In charge-ordered quadruple perovskite system

CaMn7O12, noncollinear cycloidal magnetic order breaks the inversion symmetry [Fig. 1],

generating a very large magnetically coupled ferroelectric polarization experimentally mea-

sured to be 2870 µC/m2 [1]. In this work, we use first-principles calculations to study the

microscopic origin of the polarization. Our Berry phase computed polarization exhibits

almost pure electronic behavior, as the Mn displacements are negligible, ≈ 0.7 mÅ. The

polarization magnitude and direction are both determined by the Mn spin current, where

the p-d orbital mixing is driven by the inequivalent exchange interactions within the charge-

ordered B -site Mn3+-Mn4+ cycloidal spiral chains along each Cartesian [100], [010], and

[001] direction [Fig. 1]. The existing mechanisms of ferroelectricity in CaMn7O12 have not

provided a unified explanation for both the nearly nonionic nature of the polarization and its

direction perpendicular to the spin rotation plane. We employ the generalized spin-current

model [2] with a Heinsenberg-exchange Dzyaloshinskii-Moriya interaction model to resolve

these issues. Ultimately, our results suggest that persistent electronic polarization activated

solely by helical spin order in inversion-symmetric ionic crystal lattices suggests ultrafast

magnetoelectric response in a single ferroelectric-magnetic domain.

This work was supported by the US Office of Naval Research under Grant No. N00014-11-

1-0664. Computational support was provided by the High Performance Computing Modern-

ization Office of the US Department of Defense, and the National Energy Research Scientific

Computing Center of the US Department of Energy.
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FIG. 1. (a) B -site Mn3+(gold)-Mn4+(blue) chains along the Cartesian directions [100], [010], and

[001] with Mn3+ spins (black arrows) and Mn4+ spins (green arrows) at α = 30◦. The spins form

cycloidal spiral chains along the three cubic axes. Two pairs of inversion-related cycloidal spiral

chains for (b) α = 30◦ and (c) α = 0◦. The mirror plane is perpendicular to the C 2 axis, which is

set parallel to the chain direction. Upon magnetic inversion operation, the α = 30◦ configuration

breaks the inversion symmetry as indicated by the dashed red line, whereas the α = 0◦ configuration

retains the inversion symmetry.
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Since, the discovery of the giant magnetoelectric effect (ME) in TbMnO3 by Kimura and 

coworkers [1], spin-driven ferroelectric polarization has emerged as an important research field 

for multiferroic systems. Here, the spin-driven ferroelectric (FE) polarization arises from the 

breaking of space inversion symmetry by magnetic ordering in the crystal. The ability to control 

magnetism using an electric field has potential in applications such as magnetic data storage, 

spintronics, logic, and memory devices [2, 3]. As such, ferroelectricity induced by spin ordering 

may have significant consequences for creating novel ME phenomena in these materials.  

Bismuth ferrite (BiFeO3) which exhibits coupling between ferroelectricity and 

(anti)ferromagnetism [4] is regarded as one of the most promising multiferroics. It stabilizes in a 

perovskite type rhombohedral crystal structure (space group R3c) at room temperature and has 

recently been reported to possess a giant spin-driven polarization [5] even higher (~3.0 μC/cm
2
) 

than any other reported materials.  

 

 
 

Figure 1 (A) DFT optimized atomic structure of BiMO3 for (left) G-AFM and (right) FM magnetic orderings. FE 

distortions of M (∆Z (M)) and Bi (∆Z (Bi)) along [111] and AFD R
+4

 rotations perpendicular to [111] are indicated. 

(0) and (3) are indices of hexagonal layers (x + y + z = n). (B) Spin resolved density of states (DOS) for BiFeO3, 

BiCrO3 and BiCoO3 in the rhombohedral crystal structure for both AFM and FM spin orderings. 
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To probe the underlying mechanism of the large spin-phonon response observed in BiFeO3, we 

examine these couplings within other Bi based 3d transition metal oxides BiMO3 (M= Ti, V, Cr, 

Mn, Fe, Co, Ni) using density functional theory (DFT).  Figure 1 (A) depicts the DFT optimized 

atomic structure of BiMO3 for AFM and FM magnetic orderings with the atomic displacements 

and the corresponding DOS for BiFeO3, BiCrO3 and BiCoO3 are displayed in Fig.1 (B). Our 

results indicate that only BiCrO3, BiCoO3 and BiFeO3 are found to be insulating for both types 

of spin arrangements (see Fig. 1(B)) in the rhombohedral crystal structure and are thereby 

suitable materials for the investigation of spin-driven polarization. However, for BiCrO3 and 

BiCoO3 the rhombohedral phase is not the ground state. Thus, the materials challenge may be to 

crystallize or epitaxially grow these materials in the desired phase. 
 

Nevertheless, our results demonstrate that rhombohedral BiCoO3 has the largest spin-driven 

polarization which is a consequence of symmetry breaking due to the competition between 

ferroelectric distortions and anti-ferrodistortive (AFD) octahedral rotations. Furthermore, we find 

a strong dependence of these enhanced spin-driven polarizations on the crystal structure; with the 

rhombohedral phase having the largest spin-induced atomic distortions along [111]. These results 

give us significant insights into the magneto-electric coupling in these materials which are 

essential for the magnetic and electric field control of polarization and magnetization in 

multiferroic based devices.  
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Ferroelectrics with morphotropic phase boundaries (MPBs) are currently capturing more and 

more attention due to their multifunctional properties. These materials, owing to their large 

piezoelectric response, are widely used in variety of technological applications such as 

micropositioners, acoustic sensors in sonar, and actuators [1],[2]. Pb(ZrxTi1-x)O3 (PZT), 

Pb(Mg0.33Nb0.67)O3-PbTiO3 (PMN-PT), and Pb(Zn0.33Nb0.67)O3-PbTiO3 (PZN-PT) are reported to 

have giant piezoelectric responses [2]. BiFeO3 (BFO) is a promising alternative to these lead-

based perovskites. BFO is one of the few lead-free multiferroics which are magnetic and 

ferroelectric at room temperature [3],[4]. In fact, BFO shows antiferromagnetism which is coupled 

with ferroelectric order [5]. The current work is an effort to control the properties of BFO by means 

of electric field and pressure which is useful in technological applications such as data storage as 

well as understanding the evolution of phase in strained MPB systems. The properties of BFO 

within different physical configurations are theoretically studied and predictions made according 

to computer simulations. The same configurations are investigated experimentally as well. 

As consistent with literature, epitaxial strain can be used to form a MPB with giant piezoelectric 

responses. Growing BiFeO3 on LaAlO3 as substrate will form a rhombohedral-like phase (R) as 

well as a tetragonal-like phase (T) (Figures 1-2) [6]. These two phases can coexist in the scale of 

tens of nanometers and the piezoelectric response for such a system is large. By controlling phase 

competition between T phase and R phase, we can control the properties of the material [2].  

 

                   
Figure 1 - Co-existence of phases in strained 
BiFeO

3 
[6] 

Figure 2 – Left: T and R phase structures, Right: The 
combination of T phase (light region) and R phase (dark 
region) in experiment 



Here, we want to control this competition via 

an interplay between an applied electric field 

and uniaxial pressure. Theoretically, Monte 

Carlo and Effective Hamiltonian Methods 

were used to calculate the total energy of the 

system under different electric fields and 

pressures [7] (Figure 3). The ratio between 

T and R phases at each electric field or 

pressure was calculated using the 

interception of a common tangent with each 

phase (Lever rule). Using the obtained free 

energy diagrams of each phase as a 

function of strain, we can generate a scatter 

plot of the percentage of that phase in terms 

of different values of electric field and 

pressure. The results exhibit a soft variation 

of R phase by changing pressure, electric 

field, and strain. The computer simulation results show that by means of electric field and pressure 

a tetragonal-like phase (T) can be converted into a rhombohedral-like phase (R) reversibly. 

The same results were observed in experiment as well. Applying electric field results in the 

conversion of R phase (dark region in Figure 2) to T phase (light region in Figure 2) and applying 

pressure reverses the changes back and more R phase is generated. This means that we can 

have a dual control over the phases with electric field and pressure, experimentally. The acquired 

results enable us to generate a ternary phase diagram (epitaxial strain, uniaxial pressure and 

electric field) for BiFeO3.  

Comparing the theoretical and experimental results shows that there is a good correlation 

between theoretical predictions by thermodynamics and experimental results. The predictions as 

well as the computational, and experimental methods of this work can be applied to other material 

systems. 
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Figure 3 – R and T phase at initial state (solid lines) and 
under electric field (dashed lines) and pressure (dotted 
lines) based on Monte Carlo simulations and effective 
Hamiltonian method 
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The study of displacive phase transitions has been exceptional fruitful. Both Landau-Ginzburg theory

and the theory of soft-mode phase transitions frequently provide a very good description for many

phase transitions in perovskites and related materials. The study of the microscopic structure of these

materials and the relationship to the macroscopic observable property has been greatly aided by two

factors. 1) Crystallography is now a mature field, allowing for the precise determination of the

microscopic distortions arising as a result of subtle displacive phase transitions. 2) The studies of

global lattice and electronic instabilities benefits from the fact that global symmetry breaking (an

order parameter) has been well classified in terms of irreducible representations of the parent

symmetry space, which themselves have a correspondence with the eigenvectors (harmonic phonons)

of the system under study.

However, many macroscopic observables are a result of emergent phenomena driven by local

ordering which combine in often counter-intuitive ways to produce the global symmetry of the

structure and hence the local symmetry effectively controls the physical property. Here the global

symmetry is at odds with the local symmetry and a phenomenological model based around a

macroscopic (or crystallographic) parameter will not lead to a valid physical insight into the phase

transition. Hence, microscopic studies of local symmetry-breaking are vitally important if physical

understanding is to be gained into these “order-disorder” phase transitions. The lack of sensitivity of

conventional crystallographic methods to local order, and their correlated disorder, presents a bottle

neck to the study of such systems.

Here I will demonstrate that, by using a symmetry motivated basis to evaluate local distortions against

pair distribution function data (PDF), we can gain new insight into the archetypal ferroelectric BaTiO3

in which the existence of order-disorder phase transitions has been widely debated. I will show

without prior bias, that the off-centre Ti displacements in BaTiO3 are zone centred and rhombohedral-

like in nature across all of its known ferroelectric and paraelectric phases, contrary to the macroscopic

polarisation direction in all but its lowest temperature phase.



With this newly-gained insight I will show how a simple Monte Carlo (MC) model, capturing our

main experimental findings, can reproduce the rich crystallographic phase diagram of BaTiO3 (see

Figure 1). The results demonstrate how this complex phase diagram may emerge from correlations of

local symmetry-breaking distortions alone. The MC model, which reproduce the experimentally

observed diffuse scattering, strongly support the order-disorder picture for these phase transitions, but

can also be reconciled with the soft-mode theory of BaTiO3 that is supported by some spectroscopic

techniques.

Figure 1. a) MC simulation reproducing the tetragonal, orthorhombic and rhombohedral phase transitions, with the square

of the average polarization serving as an order parameter. Insets below the polarization line show a graphical visualization

for the relevant interactions penalized by our Hamiltonian, shown at the temperatures their energy scales become important

in the MC simulation, and above the line, a representation of the chain like correlations present in the cubic phase (J0,

hardwired into our simulations) showing how the projection of the polarization along the direction of a chain is always

preserved (black arrow). b)-e) a portion of an MC configuration for each phase, along with their polar vector projections

along <1 0 0> directions, and their calculated diffuse scattering in the planes indicated. The polar vector projections (white

and black arrows) represent columns of Ti displacements all with a common component along the chain, and it is this inter-

chain disorder which gives rise to diffuse planes of scattering in reciprocal space. Inter-chain disorder in the cubic phase in

all three <1 0 0> directions, leads to three sets of intersecting orthogonal diffuse scattering planes in reciprocal space, and

each successive phase transition represent inter-chain orderings occurring along successive <1 0 0> directions.

The fundamental insight gain in this study into BaTiO3 highlights the importance of this methodology

for determining local symmetry in order-disorder phase transitions, and demonstrates its power when

coupled to MC simulations.
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      Very recently there was a report of switchable ferroelectric polarization in 1.6 % 

tensile-strained TiO2 thin film with anatase crystal structure (a-TiO2) using piezoresponse 

force microscopy (PFM).
[1]

 The polarization disappeared only above 450 K, which was 

assigned as a Curie temperature, TC. We performed X-ray diffraction, second-harmonic 

generation (SHG) and infrared investigations of the same films. None of the above studies 

revealed any hint of ferroelectric phase transition in strained a-TiO2 film.
[2]

 We claim that 

previously reported polarization is defect and/or electrochemically induced, in spite of the 

fact that it was stable with time at elevated temperatures. Our results can be generalized 

also on other dielectric systems: Observation of poling and ferroelectric hysteresis loop 

cannot be taken as conclusive evidence of presence of ferroelectricity. Other experiments 

like X-ray diffraction, SHG and lattice dynamic studies are always necessary.     

A polar piezoelectric domain structure and 

electrically switchable polarization (hysteresis 

loops) were observed by the use of 

piezoresponse force microscopy by Deepak et 

al.,
[1]

 for film thicknesses varying from 20 to 

100 nm and reported as possible evidence for 

ferroelectric behavior. The induced tensile 

strains from NdGaO3 (NGO) substrate were 

approximately 1.67%, 1.44% and compressive 

-1.57 % for the a-, b- and c-axis respectively 

for the case of 20 nm – thick films. The 

ferroelectric polarization was observed out-of-

plane, i.e. along c-axis, and was stable against 

prolonged exposure to elevated temperature, 

implying a non-electrochemical origin for the 

effects observed, but disappeared on heating 

above 450 to 460 K, implying the possible 

existence of a Curie point, TC (Fig. 1). 

Our infrared reflectance studies show no 

shifts of Eu phonon frequencies with strain and 

heating, as can be seen in Fig. 2(a) in the 

temperature dependence of dielectric loss 

spectra of 20 nm thin film with approximately 

1.6 % tensile strain. For that reason the 

hypothetical phase transition cannot be a 

displacive ferroelectric one, even if we cannot 

directly measure the A2u symmetry soft 

phonon polarized along expected ferroelectric 

axis. If the material is ferroelectric, its phase 

 
Figure 1 PFM amplitude images of a poled region 

(10 μm × 10 μm; +30 V DC bias) of 20 nm a-

TiO2/NdGaO3 at: A) 370 K, B) 420 K, C) 450 K 

and 470 K. The amplitude of the poled region 

vanishes on heating to temperatures higher than 

450 K. This observation points towards the Curie 

temperature for ferroelectric a-TiO2 lying between 

450 and 470 K. 
 

transition can only be of order-disorder type, 

where the structural change is driven by a soft 

dielectric relaxation with relaxation frequency 

below optical phonon frequencies. 

X-ray diffraction measurements of the c-

lattice parameter did not reveal any anomaly 

up to 620 K, typical for a structural phase 

transition (Fig. 2(b)). Moreover, room-

mailto:stella@fzu.cz


 

2 

 

temperature SHG measurements did not reveal 

any signal typical for broken inversion 

symmetry in ferroelectric phase, although the 

SHG method is in principle sensitive on a 

small inversion-symmetry breaking in spin-

induced ferroelectrics. 
 

Our results do not support, within the 

accuracy of our measurements, the existence 

of ferroelectric phase transition in tensile-

strained a-TiO2 thin films. One can speculate 

that the switchable ferroelectric response can 

be caused by electric-field induced migration 

of various defects (oxygen or Ti vacancies, Ti 

in interstitial positions etc. – see e.g. review of 

Szot et al.
[3]

). It was demonstrated e.g. in non-

ferroelectric SrTiO3 that bias-induced defect 

migration can give rise to an apparent 

polarization or piezoelectric hysteresis loops, 

which are difficult to distinguish from true 

ferroelectric hysteresis loops.
[3–5]

 Nevertheless, 

in this case the polarization should decay with 

time, but as reported in Ref. [1]
 
the poled 

domains in a-TiO2 were stable for more than 

48 h at 300 K.  The lack of decay of 

polarization with time observed at elevated 

temperatures did not support the idea of defect 

migration in electric field. 

One can claim that ferroelectric 

polarization is very small in a-TiO2 films and 

therefore the expected SHG signal is too weak 

to be detected in the thin films. Here we can 

argue that the polarization in a-TiO2 should be 

robust according to Ref. [1], because there is 

no report of piezoelectric hysteresis loops 

observed by the use of PFM in weak 

ferroelectrics. 

We can summarize that our SHG, XRD 

and lattice dynamics studies do not support a 

ferroelectric phase transition in tensile-strained 

a-TiO2 film. There are two possible 

explanations: the ferroelectric distortion is too 

small (less than 0.05 μC/cm
2
) and cannot be 

detected by the SHG and XRD techniques 

used, or the piezoelectric response reported in 

Ref. [1] is defect and/or electric field induced, 

in spite of the fact that it was stable with time 

at elevated temperatures.    
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Figure 2 (a) Dielectric loss spectra calculated 

from temperature-dependent reflectance spectra of 

20 nm thin film of a-TiO2. (b) Out-of-plane lattice 

parameter of a-TiO2/NGO as a function of 

temperature, as measured by X-ray diffraction, 

from room temperature up to 618 K. Error bars 

have the same size as the symbols. No anomaly 

near expected TC = 450 K is seen. 
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A. I. Lebedev and I. A. Sluchinskaya 
 

Physics Department, Moscow State University, Moscow, 119991, Russia 
 
Ferroelectric perovskites have recently attracted much attention because of their possible use in solar 
energy converters based on the bulk photovoltaic effect. Since the perovskite oxides have a relatively 
large band gap (~3 eV), to tailor their absorption spectra to the spectrum of solar radiation they can be 
doped with 3d elements which create so-called color centers [1]. Recently [2] it was experimentally 
shown that doping SrTiO3 with 3d elements results in a strong absorption in the visible region of the 
spectrum. Unfortunately, SrTiO3 is an incipient ferroelectric and its doping with cobalt does not result in 
ferroelectricity. That is why it is more interesting to study the properties of ferroelectric BaTiO3 doped 
with cobalt in the hope that its absorption spectra can be fitted to the spectrum of the sunlight. In this case, 
new material suitable for solar energy converters based on the bulk photovoltaic effect will be proposed. 
 
Since the electronic transitions in impurity color centers are determined by the oxidation state of an 
impurity and the microscopic structure of these centers, in this work we use the XAFS-spectroscopy 
technique to determine the oxidation state of the Co impurity in BaTiO3 and SrTiO3. These results are 
used to propose a model of the impurity color centers, and the calculations of their electronic structure are 
used to explain the observed optical properties. 
 
Dark-brown samples of SrTiO3, BaTiO3, and Ba0.8Sr0.2TiO3 doped with 0.5–3% Co were prepared by the 
solid state reaction method at 1100–1500°C. The composition of samples was deliberately shifted from 
stoichiometry toward excess Ba(Sr) in order to incorporate the impurity into the B site. Since the structure 
of BaTiO3 may change from cubic to hexagonal upon doping with 3d elements, 20% of SrTiO3 were 
added to BaTiO3 to retain the cubic structure. According to X-ray diffraction, all studied samples had a 
cubic (SrTiO3, Ba0.8Sr0.2TiO3) or hexagonal (BaTiO3) perovskite structure at 300 K. SrTiO3 and BaTiO3 
samples doped with Co were single-phase; in the sample Ba0.8Sr0.2TiO3(3%Co) contained a small amount 
of the Ba2TiO4 second phase. 
 
X-ray absorption spectra in the EXAFS and  XANES regions were recorded in fluorescence mode in the 
vicinity of the Co K edge (7.709 keV) at 300 K on the KMC-2 station of the BESSY synchrotron 
radiation source. Isolation of the oscillatory EXAFS function χ(k) from the fluorescence excitation spectra 
was performed in a traditional way. For each sample 3–4 spectra were recorded, they were then 
independently processed, and the resulting χ(k) curves were averaged. 
 
To determine the oxidation state of cobalt in SrTiO3, Ba0.8Sr0.2TiO3, and BaTiO3, the position of the 
absorption edge in XANES spectra of these samples was compared with the edge positions in the LaCoO3 
and Co(NO3)2 · 6H2O reference compounds (Fig. 1). An analysis of these spectra shows that the oxidation 
state of Co in SrTiO3 is 3+, whereas in BaTiO3 and Ba0.8Sr0.2TiO3 cobalt is in a state intermediate between 
2+ and 3+. The impurity concentration has little effect on its oxidation state, as well as the addition of 
20% of strontium to barium titanate. 
 
To determine the structural position and local environment of Co in SrTiO3, Ba0.8Sr0.2TiO3, and BaTiO3, 
their EXAFS spectra were analyzed. The best agreement between the calculated and experimental spectra 
was obtained in a model in which Co replace Ti4+ ions. The Co-O distance to the nearest oxygen atoms is 
1.92 Å in SrTiO3 and ~2.06 Å in Ba0.8Sr0.2TiO3. Comparison of the obtained interatomic distances with 
known values of ionic radii suggests that in SrTiO3 cobalt is predominantly in the low-spin 3+ oxidation 
state, whereas in hexagonal BaTiO3 and cubic Ba0.8Sr0.2TiO3 it is simultaneously in 2+ and 3+ oxidation 
states, predominantly in high-spin configuration. This conclusion is consistent with the XANES data. 



 
The first-principles calculations were performed on 80-atom FCC supercells, in which one of the Ti atoms 
was substituted by the Co atom. The calculations were performed using the ABINIT program and PAW 
pseudopotentials within the LDA+U approximation for Co3+ and Co2+ ions in both high-spin and low-spin 
configurations. The parameters describing the Coulomb and exchange interaction inside the d shell were 
U = 5 eV and J = 0.9 eV. 
 
The calculations showed that for both oxidation states, the low-spin configuration is energetically more 
favorable compared to the high-spin one. For the Co3+ ion in the low-spin configuration, the predicted 
interatomic Co-O distances are 1.920 Å for SrTiO3 and 1.985 Å for BaTiO3. A good agreement with the 
results of the EXAFS data is observed only for strontium titanate. However, if one looks at the results of 
calculations for a high-spin cobalt configuration in BaTiO3(Co), the predicted Co-O distances of 2.047 Å 
for Co3+ and 2.096 Å for Co2+ are much closer to the distance observed in experiment. 
 
The calculations of site-projected partial density of states (DOS) show that cobalt creates a narrow (~0.2 
eV) impurity band in the forbidden gap of SrTiO3 and BaTiO3. For the low-spin (diamagnetic) Co3+ 
configuration, this impurity band is located near the valence band and is separated from it by a narrow 
gap (in SrTiO3) or is merged with it (in BaTiO3). For this configuration, the Fermi level is located near the 
middle of the forbidden gap. Adding of one more electron to the system in order to obtain Co2+ 
configuration moves the Fermi level into the conduction band without noticeable changes of the DOS. 
Despite the odd number of electrons, this configuration remains diamagnetic. It is seen that this low-spin 
configuration cannot explain the changes in color of doped samples. For the high-spin (paramagnetic) 
Co3+ and Co2+ configurations, the DOS is significantly changed, and a narrow impurity band for spin-
down states which are partially occupied by electrons appears slightly below the middle of the forbidden 
gap (Fig. 2). The optical transitions between this impurity band (in which Co 3d and O 2p states are 
strongly hybridized) and the band edges are allowed by selection rules and can be responsible for the 
intense light absorption observed in doped samples at the energies well below the band gap. So we can 
conclude that intense light absorption in Co-doped samples is associated with the existence of high-spin 
Co3+ or Co2+ states; the appearance of the high-spin configurations is possible at 300 K because of the low 
energy difference between the low-spin and high-spin states. 

  
Fig. 1. XANES spectra for four investigated samples and 
two reference compounds. 

Fig. 2. Site-projected density-of-states for Co3+-doped 
BaTiO3 in the high-spin configuration. 
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Sodium bismuth titanate (Na0.5Bi0.5TiO3 - NBT) is well renowned perovskite which is 

extensively studied due to its promising piezoelectric properties [1]. It is believed that NBT 

along with KNN are piezo-materials which are capable to match the properties of PZT.  

 

The pure NBT undergoes a fascinating sequence of phase transitions which is thoroughly 

studied by various techniques. Furthermore, NBT has dispersion at room temperature which 

resembles the dispersion in canonical relaxors like PMN [2]. But the main difference is that 

in NBT the dispersion extends in rather narrow frequency range. It lies in the frequency 

region below 1 MHz which is not the same as in canonical relaxors where the dispersion lies 

in very broad frequency range (i. e. 12 orders of magnitude).  

 

One of the attractive features of sodium bismuth titanate is that it can form solid solutions 

quite easily with other compounds. This allows one to tune the properties of NBT and 

diminish its unwelcomed properties for piezoelectric applications. This route was applied to 

reduce the conductivity of pure NBT.  

 

Usually, the solid solutions of NBT exhibit relaxor behaviour with broad dispersion. 

However, it has some different features compared to canonical relaxors. It is not always 

possible to induce ferroelectric phase transition with electric field in such solid solutions (this 

is observed in some of the NBT solid solutions with strontium titanate [3]).  

 

This contribution is dedicated to the study of NBT-based solid solutions with A site disorder. 

The two systems under investigation are (0.4-y)Na0.5Bi0.5TiO3-0.6SrTiO3-yPbTiO3 (NBT-ST-

PT) and xNa0.5Bi0.5TiO3-(1-x)Sr0.7Bi0.2TiO3 (NBT-SBT). The work is concentrated on several 

experimental techniques: broadband dielectric spectroscopy, Raman Spectroscopy, FT 

Infrared spectroscopy and also ferroelectric hysteresis. The experiments were performed in 

30 – 500 K temperature interval.  
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The features and peculiarities of relaxor behaviour in investigated compounds will be 

discussed. NBT-ST-PT system shows crossover from relaxor/glassy state to the ferroelectric 

state which is followed by the 1
st
 order phase transition to relaxor phase. Temperature 

dependencies of large signal d33 and pyrocoefficient shows maximal values in the 

concentration region where pure relaxor state is observed (but not far from the concentrations 

where 1
st
 order PT appears). 

 

Temperature dependencies of large signal d33 and pyro-coefficient will be presented as well. 

Figure 1 represents temperature dependences of pyro coefficient which indicates that the 

sample for which it is possible to induce ferroelectric phase transition has the largest 

anomaly. Similar result is reflected in large signal d33 measurements (largest relative 

displacement in relaxor sample). Figure 2 represents temperature dependence of dielectric 

permittivity for the sample which has largest anomaly of pyro coefficient (i. e. 0.3NBT-

0.6ST-0.1PT). Relaxor-like dispersion is observed in the sample from low frequencies up to 

300 GHz frequency. 
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Figure 1 Temperature dependence of pyro coefficient in 
(0.4-y)NBT-0.6ST-yPT system 
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Figure 2 Temperature dependence of dielectric constant ε’ at 

different frequencies for sample 0.3NBT-0.6ST-0.1PT 
 

 

Finally, NBT-SBT system shows interesting relaxation behaviour. Two relaxation 

components exist in all compositions and they are well observed in the experimental spectra. 

Apparently, these two relaxations are coupled and their concentration dependence of 

activation energy and freezing temperature obtained from Vogel-Fulcher law shows peculiar 

behaviour. Earlier microwave and THz data on pure NBT showed evidence of two 

relaxations as well [4].    

 

 

References 

 

1. Roedel et al. J.  Amerc Ceram. Soc., vol. 92(6) 1153-1177 (2009); 

2. Bokov, Ye J. Mat. Sci., vol. 41(1), 31-52 (2006); 

3. Krauss et al. J. Eur. Ceram. Soc., vol. 30(8), 1827-1832 (2010); 

4. Petzelt et al. Phase transitions, vol. 87(10-11), 953-965 (2014);  



First-principles Studies of Effects of Defects on Reversible Electro-Strain Coupling in
BaTiO3

H. Takenaka1, S. Liu1 and R. E. Cohen1,2

1 Extreme Materials Initiative, Carnegie Institution for Science, Washington D.C. 20015, USA
2Department für Geo-und Umweltwissenchaften, Ludwig-Maximilians-Universitaet, Munich, Germany

(Dated: December 3, 2015)

Ferroelectric materials possessing switchable sponta-
neous polarization have a wide range of applications.
The strain of a ferroelectric crystal will change during
a non-180◦ switching due to the exchange of nonequal
crystallographic axes. However, the electric field-induced
large strain change accompanied by non-180◦ switching
is usually an one-time effect as the switching is not
reversible once the field is removed.

The properties of ferroelectrics can be engineered by
simple doping in a controllable way. Previous exper-
imental studies demonstrated that doping perovskite
ferroelectrics with Mn could significantly improve their
electromechanical properties [1–4]. Furthermore, Ren [5]
and his co-worker [6] showed that a reversible giant
electron-strain coupling can be realized in alkaline-metal
and transition-metal doped BaTiO3 (BTO) through a
defect-dipole-assisted reversible domain switching. It
is proposed that the built-in electric field arising from
dopant-vacancy pairs can serve as the driving force for
recovering the initial strain state when the external
electric field is turned off (FiG. 1).

Despite active experimental studies, there is still a lack
of first-principles-supported microscopic understanding
of the roles of defect dipoles in reversible domain
switching. In our earlier work [7], we find that Mn
ions in BTO can exist in oxidation states of Mn2+ and
Mn4+ depending on the environment, with the charge
compensated by an oxygen vacancy which favorably
occupies the nearest apical site of the oxygen octahedral

Strain	

FIG. 1. Schematic illustration of defect-dipole-assisted re-
versible domain switching [5]. The left panel is the structure
with 90◦ domains before electric field is applied. Thin blue
and thick blue arrows denote the defect dipoles and bulk spon-
taneous polarization, respectively. The middle panel shows
domain switching under electric field (red arrow). The defect
dipoles do not change directions due to slow vacancy migra-
tions. The 90◦ domain switching gives large strain change.
When the electric field is turned off, the domains switch back
to their initial states, shown in the right panel.

a	
c	

b	

FIG. 2. The structures of Mn-doped and K-doped BTO in left
panel and right panel, respectively. The left panel is for Mn-
doped BTO. Green, purple, blue, cyan, and red balls denote
Ba, Mn, K, Ti, and O atoms, respectively.
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FIG. 3. Evolution of polarization and atomic displacements
under an electric field along x axis for (a) pure tetragonal
BTO and (b) K-doped BTO.

cage, as shown in FIG. 2. This results in a defect dipole
aligned along with the spontaneous bulk polarization,
in a good agreement with Ren’s proposal. In this
work, we explore the intrinsic effects of dopant-vacancy
pairs on the 90◦ switching process in both Mn-doped
(B-site doped) and K-doped (A-site doped) BaTiO3

with first-principles density functional theory (DFT).
The U = 4.6 and J = 1.0 eV [8] are used for the strongly
correlated electrons of Mn2+. The effect of electric field
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tom) as a function of electric field along x. Open symbols
show the lattice constants and c/a value after the electric
field is turned off.

(E) is modeled in DFT by adding extra force fatom,i

on each atom, fatom,i = Z∗
atom,i × E, with values of

the effective charges Z∗ calculated from first-principles
perturbation theory [9].

Figure 3 shows the change of polarization and atomic
displacements during the 90◦ switching process for pure
tetragonal BTO and K-doped BTO. We find that the
tetragonal BTO evolve into an orthorhombic phase
under an electric applied along the x axis. This is also
found for Mn-doped BTO. The switching is character-
ized with a sharp change in polarization. It is noted

that at 0 K, the tetragonal BTO is at a saddle point of
the potential energy surface, with the rhombohedra and
orthorhombic phases lower in energy. Further investiga-
tions are required to relate this 0 K switching process to
the switching mechanism occurred at room temperature
under which BTO adopts a tetragonal structure. The K-
doped BTO exhibits decisively different local structures
and switching behavior. We find that the optimized
ground state for K-doped BTO is better categorized
as a rhombohedra phase based on the polarization and
atomic displacements, despite the lattice constants still
possess tetragonal crystal symmetry. The presence of an
electric field along x rotates the polarization, with the
magnitude changing smoothly.

We further examine the strain change induced by the
electric field. As shown in Figure 4, both pure BTO
and K-doped BTO exhibit large electro-strain coupling.
However, for pure BTO, once the field is turned off, the
c/a ratio is not recovered, and the structure is trapped
at an orthorhombic phase at 0 K. We also found similar
trapping in Mn-BTO. The observed irreversible strain
change for tetragonal BTO and Mn-doped BTO at 0 K
via DFT again needs further investigation due to the
saddle point issue discussed above. To the contrary,
K-doped BTO shows reversible electro-strain coupling
even at 0 K.

In summary, our first-principles studies suggest that
it is possible to achieve giant reversible electro-strain
coupling via doping. The dopants could strongly mod-
ulate the local structures and the energetics of different
phases, which underlies the origin of recoverable strain
change after non-180◦ switching.
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Ab Initio Modelling of the Magnetoelectric Response in Cr2O3
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The appearance of toroidal moments in the spinflop case of Cr2O3, the influence of pressure on the magnetoelectric response,
and the numerical dependence of different exchange-correlation functionals on the coupling tensor.

The search for magnetoelectric (ME) materials,
i.e. materials that respond with a polarisation upon ap-
plication of an external magnetic field and vice versa,
has received a lot of attention in recent years [1–4] - both
as a standalone property [5–7] and as part of the cross-
coupling in modern multiferroics [8]. The linear ME cou-
pling can be described by an axial rank-two tensor:

αij =

(
∂Pi
∂Hj

)
= µ0

(
∂Mj

∂εi

)
(1)

with P (M) being the induced polarisation (mag-
netisation), H (ε) the external magnetic (electric)
field, and µ0 as the magnetic permittivity. Cr2O3

was the first material to be predicted – solely on the
grounds of symmetry considerations [9, 10] – and later
demonstrated experimentally [11, 12]. Even though its
coupling is comparatively weak, it is a useful material
to study. Firstly, it is the subject of many experimental
studies, so that data is plentiful. Secondly, it is the
ideal prototype to study the fundamental mechanisms
behind magnetoelectricity: it is not multiferroic, and –
because of its magnetic point group – exhibits neither
higher-order ME coupling nor piezomagnetic interac-
tions. The magnetic ground state structure of Cr2O3

is shown in the left panel of Fig. 1. Below the Nèel
temperature of TN = 308 K it orders in the G-type
AFM magnetic structure with the spins aligned along
the rhombohedral z-axis. Group-theoretical analy-
ses find that its magnetic point group 3̄′m′ allows for
the ME coupling tensor shown in the left panel of table I.

From a modelling standpoint, the ME response can
be split into four parts: the lattice and the electronic
part (representing the mechanism that makes the exter-
nal field couple to the system), and the spin and orbital
part (distinguishing between the characteristics of the

TABLE I: Tensor forms of the Cr2O3 ground state mag-
netic structure (left) and the two spinflop cases (right).

3̄′m′ 2′/m 2/m′

 α11 0 0
0 α11 0
0 0 α33

  0 α12 α13

α21 0 0
α33 0 0

  α11 0 0
0 α22 α23

0 α32 α33



x2

x1

x3

Cr

O

2′/m3̄′m′

FIG. 1: Structures of Cr2O3. Left panel: Rhombohedral
primitive cell of Cr2O3 with arrows indicating the AFM
coupled Cr magnetic moments along z. The magnetic
point group is 3̄′m′. Two 180◦ domains are possible,
linked via time reversal. Middle panel: The 2′/m spinflop
state, with spins aligned in the basal plane, thus breaking
the threefold symmetry. Right panel: View along the z-
axis (the half-transparent O atoms belong to the “lower”
structural unit). 3 inequivalent coordinate systems can
be defined with the xi pointing along each of the O atoms
and the orthogonal yi accordingly. Figures plotted with

VESTA [13].

magnetic properties). The spin-lattice contribution of
the ME coupling in Cr2O3, αlatt, has been shown to be
the most significant [14]. In this work, αlatt is determined
by expanding the macroscopic response into microscopic
quantities according to Ref. [15]:

αlatt
kl =

∂Pk
∂Hl

=

(
∂Pk
∂ui

)(
∂ui∂uj
∂E

)(
∂Fj
∂Hl

)
(2)

with the indices k, l = 1, 2, 3 and the composite indices
(accounting for three directional dimensions and the
number of atoms in the unit cell N) i, j = 1, . . . , 3N .
Here, the lattice response depends linearly on the
force-constant matrix inverse K−1

ij =
∂ui∂uj

∂E , the Born
effective charges (BEC) Zeki, and the dynamical magnetic
charges. The latter can be understood as the magnetic
analogue of the BEC and are defined as the derivative
of the ionic forces with respect to a magnetic field,
Zmag
il = ∂Fi

∂Bl
. A Zeeman field was implemented in the

Density Functional Theory (DFT) codes used.

On this basis, we conducted a thorough first-principles
study of Cr2O3, expressing the contributions to eq. 2 in



the basis of its IR active modes. Close attention was
paid to the numerics; the influence of different exchange-
correlation functionals has been studied, shedding light
on the quantities that have the most impact on the
overall tensor. Secondly, trends were derived for the size
of the ME response under pressure.

The present work’s main focus however was the
fundamental understanding on how the appearance
of a toroidal moment influences the magnetoelectric
response. Under strong magnetic fields along the rhom-
bohedral z-axis, Cr2O3 undergoes a first-order phase
transition into its so-called spinflop case, with spins still
aligned in the G-type AFM state, but directed in the
basal plane [16]. The spinflop (SF) phase also exhibits
the magnetoelectric effect and the motivation to apply
the recently developed ab initio methods to model it is
threefold; it clarifies the directions of the Cr magnetic
moments, provides the ideal example to interpret the
recently introduced dynamical magnetic charges with
respect to its symmetry requirements, and allows for
a fundamental study of the toroidal moments in ME
materials.

The actual direction of the magnetic moments is
still unclear: along the binary axes (i.e. along one of
the O atoms, lowering the symmetry to the magnetic
point group 2′/m as illustrated in the right panel of
Fig. 1), along the glide planes (i.e. perpendicular to the
binary axes, leading to the point group 2/m′), or along
a random position in between (lowering the symmetry
to 1̄′). In early studies, the form of the magnetoelectric
coupling tensor had been used to determine its magnetic
point group [17]. The experimental approach proves
however difficult; because the threefold symmetry of the
3̄′m′ phase is lost, the three coordinate systems along
the different oxygen atoms are no longer equivalent.
Each of those configurations provide two 180◦ domains
(linked by time reversal). Every measurement of the ME
effect, even for single crystals, therefore has to take into
account the presence of six domains. In addition, this
setting assumes that the anisotropy is large enough to
prevent a random orientation within the basal plane. In
the present work, we determine the ME coupling tensor
for the two distinct SF cases and show that some of the
elements are in fact negligible, yet allowed by symmetry.

We show that the BEC and force-constant matrix of
all considered magnetic structures are similar. Therefore,
we demonstrate how the overall form of the ME coupling
tensor is determined by the on-site symmetry of the dy-
namical magnetic charges. The results were also analysed
with respect to the toroidal moment. Defined in Ref. [18],
the toroidal moment reads as

t =
1

2

∑
N

rN ×mN , (3)

where rN defines the position and mN the magnetic
moment of ion N . We show that the Cr2O3 spinflop
phases indeed show a toroidal moment, which follows
in a nonzero ME tensor, as observed experimentally
in Ref. [19]. We argue however that the description
is inadequate, as it does not predict the longitudinal
susceptibility to be small – in the same way that the
pseudo-scalar description for the symmetric response
in the 3̄′m′ phase is inadequate. An analysis following
the spin-orbit polarisation approach by Mostovoy [20] is
performed and an in-depth discussion of the applicability
of the toroidal description according to Ref. [21] follows.
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Effect of manganese substitution in barium titanate and PIN-PMN-PT 
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Barium titanate (BaTiO3) single crystals exhibit a very large recoverable nonlinear strain with aging, 

which is an order higher than Pb(Zn1/3Nb2/3)O3-PbTiO3 (PZN-PT) single crystals.[1,2] Multivalent 

transition metal dopants improve the electromechanical properties of these classic ferroelectrics and 

third generation relaxor ferroelectrics.[3] To understand the source of these effects, we systematically 

investigate the effect of Manganese substitution in the classic ferroelectric BaTiO3 (Mn-BTO) and relaxor 

PIN-PMN-PT. Recent work shows that the environment of defect-vacancy complex plays a crucial role in 

Mn defect’s valence and magnetic moment in BTO.[4]  

We synthesized Mn substituted BaTiO3 

ceramics by solid state reaction.  We found that 

BaTiO3 accommodates up to 4 atomic % of Mn in 

the tetragonal phase (Fig. 1). Further increase in Mn 

substitution leads to the formation of a hexagonal 

phase. Raman spectra shows that, with 

increasing Mn substitution reduces the 

intensity of A1(TO) and B1, E(TO+LO)  

modes and broadens the E(TO), A1(TO) 

modes (Fig. 2). We observed a new peak 

at ~ 629 cm
-1

, which find to increase in 

intensity with increase of Mn doping.  Figure 
2. Mn-
doped 
BaTiO

3
 

single 

Figure 1. X-Ray diffraction with Mn 
doping in BaTiO3 (BTO). 

Figure 2. Raman spectra with Mn doping in BTO. 



We find that Mn substitution induces enhanced strain behavior with electric field (Fig. 3). 

We observed cohesive field of 0.367 kV/ mm in grown BTO ceramic (Fig. 4) which agree with 

reported results.[5] We also observed the 

effect of aging and Mn substitution on the 

relaxor ferroelectric PIN-PMN-PT single 

crystals. We found improved 

electromechanical properties on Mn 

substitution and aging (Fig. 5). The 

improved electromechanical properties in 

these ferroelectric systems will be 

discussed in-line with Mn substitution 

and aging.  
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Figure 3. Electric field induced strain () 
dependence of 2 % Mn substituted BTO. 

Where,  =(c/a) -1 and r = 0 - E  (at 
corresponding  field with reference to 
absence of field.) 
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Figure 4. (a) Polarization and (b) strain 
behavior on BTO ceramics. 

Figure 5. Effect of aging on (a) Polarization  and (b) 
strain in Mn-PIN-PMN-PT single crystal. 
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This work discusses the electrical control of chiral phases and their optical properties in electrotoroidic nanocom-
posites, which exhibit topological defects in the electrical polarization field (specifically, electrical vortices hav-
ing order parameter of electrical toroidal moment). Electrical vortices were first theoretically predicted about a 
decade ago [1] and were found experimentally a few years later [2-8], but they have received less attention than 
vortices in magnetic and other systems. However, their smaller scale and THz rather than GHz dynamics relative 
to magnetic vortices better suits electrical vortices for ultrafast, high-density memory [9]. Moreover, they have 
potential applications in nanoscale optical circulators, since systems with parallel electrical polarization and toroi-
dal moment can be chiral and thus exhibit optical activity [10], or the rotation of the plane of linearly polarized 
light by a fixed amount per unit length characterized by the gyrotropy tensor gmk [11]. Molecular dynamics (MD) 
and Monte Carlo (MC) simulations in a first-principles-based effective Hamiltonian are used to better realize the-
se optical applications, and find optical rotation is maximized at room temperature for some applied DC electric 
field in a ferroelectric nanocomposite [12].  

Specifically, we consider a nanocomposite consisting of a periodic 
square array of BaTiO3 nanowires embedded in a SrTiO3 medium, 
each wire oriented along the pseudocubic [001] direction (z) with 
cross-section 4.8x4.8 nm2 in the (x, y)-plane ([100] the x-direction and 
[010] the y-direction) and adjacent wires separated by 2.4 nm. The 
supercell used is represented in Figure 1. This system was introduced 
in [13], where under heating from an appropriately prepared ground 
state it was found to exhibit a series of phase transitions with order pa-
rameters of electrical polarization and electrical toroidal moment along 
the wire axis (Pz and Gz) accompanied by complex phenomena novel 
to ferroelectrics, including a vortex core transition at 75 K. Most im-
portant here is the Curie temperature of TC=240 K and the temperature 
at which toroidal moment vanishes TG=330 K.  

In [10] it is proved that electrotoroidic or ferrotoroidic 
materials are gyrotropic if the toroidal moment G has 
nonzero first derivatives with respect to an applied elec-
tric field E: with Einstein summation, for angular fre-
quency of applied field ⍵	and speed of light c,

. 

Such nonzero derivatives exist if the material exhibits 
spontaneous polarization or piezoelectricity, where either 
this polarization has a biquadratic coupling with the elec-
trical toroidal moment or the toroidal moment couples 
with strain. The former applies for our system. Indeed, 
using MD with a (Ba,Sr)TiO3 first-principles-based ef-
fective Hamiltonian, at 15 K by applying a sinusoidal 
AC electric field along the z-direction of amplitude 109 

V/m with frequency ranging between 1 and 100 GHz, for the first quarter-cycle it was found g11/⍵=0.94x10−16 
Hz−1, giving optical rotation as much as 0.62 radians/meter at 100 GHz. Moreover, the sign of g11 can be reversed 
using such an AC electric field. It was found that, consistent with typical Landau phenomenological theory, the 
gyrotropic coefficient varies with temperature T as g11=A[(TC-T)(TG-T)]-1/2 for some constant A. One way to en-
hance the gyrotropic coefficient and hence optical rotation, then, is to make TC=TG and let T approach this com-

12
12 36

6

6

36

Figure 1: Schematic for 36x36x6 supercell (38 
880 atoms) used in our simulations 
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Figure 2: Temperature–electric field phase diagram showing tran-
sition temperatures for overall polarization and toroidal moment in 
the wires; note crossing around 6×106 V/m at 312 K 



mon temperature. We accomplish this [12] by applying a DC electric field in addition to an AC electric field: en-
hancement not only occurs, g11 is maximized (doubled) at room temperature!  

We begin with MC simulations, by heating the supercell from its ground state at 5 K through 565 K while 
applying a fixed DC electric field along [001] ranging between 0 and 1.5x107 V/m. Equilibration occurs over 105 
sweeps and averages are taken over another 105 sweeps. For particular temperatures and DC electric fields, final 
configurations are used as input for MD simulations as in [10], but with the DC field added to the AC field. Tran-
sition sequences of polarization, out-of-plane dielectric susceptibility, and toroidal moment are determined by 
MC. Applying a DC electric field enhances Pz and increases TC, while by weakening the depolarization field this 
slightly decreases Gz and decreases TG. This is accounted for by a simple Landau phenomenological model with a 
constant strength repulsive biquadratic coupling of Pz and Gz under the DC electric field. Also dielectric suscepti-
bility “flattens out,” and the usual statements about phase transition under field apply. Based on the transition 
temperatures, a temperature-electric field phase diagram is constructed in Figure 2. We expect our maximal opti-
cal rotation at the crossing point: room temperature around 6x106 V/m applied DC electric field. 

For a few selected applied DC electric fields approaching 
the critical field over the temperature range considered, 
the gyrotropic response is calculated. Values are reported 
in Figure 3 at the highest temperatures for which the re-
sponse could be calculated, which match the lowest tran-
sition temperatures well: TC =285 K (TG =315 K), TC 
=305 K (TG =315 K), and TC =TG =312 K. The last of 
these is approximated by g11=A/(T0-T), T0=320 K, almost 
matching the temperature dependence in [10] and possi-
bly accounted for by MC/MD differences; but at lower 
finite fields deviations occur as expected. Nonetheless, at 
the critical field and room temperature, gyrotropic re-
sponse is double the largest value attained for no DC 
electric field. Realizing enhanced optical rotation at room 
temperature means novel nanoscale optical devices based 
on electrical vortices might indeed be possible. 

We thank Sergey Prosandeev for indicating references and providing useful suggestions on critical phenomena 
and phase transitions. R.W. acknowledges that this material is based upon work supported by the National Sci-
ence Foundation Graduate Research Fellowship Program under Grant No. DGE-0957325 and the University of 
Arkansas Graduate School Distinguished Doctoral Fellowship. Y.N., Z.G., and L.B. acknowledge the support of 
the ARO grant W911NF-12-10085. S.P. and L.B. thank the financial support of the DARPA grant HR0011-15-2-
0038 and the Physics Department of the University of Arkansas.  
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Figure 3: Temperature evolution of the gyrotropic coefficient 
after heating the system while applying fixed DC electric fields 
(A) 2.5x106 V/m, (B) 5.0x106 V/m, (C) 6.0x106 V/m 



 

 

 

Polarization in Ferroelectrics 
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Since the observation of dielectric anomalous in Rochelle salt by J. Valasek in 1921, many efforts have been 

devoted to understand this unusual physical behavior. From its early stage, concepts from linear or 

traditional dielectrics, including polarization, electric displacement and dielectric constant etc., have been 

used, and are still used in understanding the ferroelectricity nowadays. These concepts seem not 

well-defined for ferroelectricity, as it is a nonlinear phenomenon. With analog of ferromagnetism, its name 

as well as concepts and theories have been adopted, parallel between these two phenomena are emphasis. 

Current theories, such as Landau-type thermodynamic theory, lattice dynamic theory for soft mode and DFT 

calculations etc., always focus on the polarization, which is still defined as the dipole per unit volume.  

Dipole array model is frequently used to explain ferroelectricity phenomenon, such as hysteresis loop 

and domains structures etc. This model is simple and easy for understanding with its counterpart of 

ferromagnetism. The alignment of dipoles in the direction of the polar direction is energy favorable. But the 

alignment of dipoles perpendicular the polar direction is not energy favorable. Simple dipole array model 

cannot fully explain ferroelectricity. This implies that there might exist other interactions, apart from 

dipole-dipole interactions. 

Normally it is believed that the electric filed in ferroelectric materials is different from the electric field 

applied externally. The electric field inside the material is called internal field, or effective field. Effective 

field in a dielectric can be expressed as Eeff = E + P, with  as materials parameter. A statistical method 

based upon the effective field, which is an analog of Weiss theory for ferromagnetism either, has been used 

to study the ferroelectric phase transition property extensively. It is found that quantitative agreement with 

experimental data cannot be achieved when Lorentz type effective field is adopted, unless high order terms 

have been included. These work implies that the contribution of higher order electric moments play a crucial 

role in the formation of ferroelectric stability. 

To fully understand of the polarization measured in ferroelectric materials, hysteresis loop together 

with Sawyer-Tower circuit is re-visited in a more careful way in the following, since a material is called as 

ferroelectric only it can display hysteresis loop. 

As can be seen in the Figure 1, the hysteresis loop displays actually two voltages cross the standard 

capacitor C0 and capacitor CX made of ferroelectric materials. The voltage cross CX display as electric field, 

and the voltage cross C0 denoted as the so-called polarization. We believe that the standard capacitor is made 

from liner dielectrics, i.e., the charge on its plate is proportional to the crossed voltage. Since the two 



 

 

capacitors is connected in series, the charge on CX is proportional to the voltage cross C0. At the remnant 

polarization point Pr in the hysteresis loop as shown in Figure 1, the voltage cross CX is zero, but with 

charge Q=C0V0 on the CX plates. That means that there is an effective field inside CX to compensate the 

voltage built by charge Q, as shown in Figure 2 schematically. The remnant polarization in the hysteresis 

loop is proportional to this amount of charge Q. The field E displaying in hysteresis loop, effective field Eeff 

and electric field EQ formed by charge Q are shown schematically in Figure 2. The remnant polarization in 

the hysteresis loop is proportional to the effective field of the ferroelectrics. 

      

Figure 1 Hysteresis loop and Sawyer-Tower circuit 

 

Figure 2 Field E in hysteresis loop, effective field Eeff and electric field EQ formed by charge Q  

 

Precisely calculation of the effective electric field is a tough task. However what we need for the remnant 

polarization is the potential difference across the capacitor. The potential due to a continuous charges 

distribution can be expressed as  
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The first term on the right hand-side is zero as ferroelectric is charge neutral system. The second term is the 

dipolar contribution, and is used for explain the formation of ferroelectricity. The third and other higher 

order terms should be very important for the ferroelectricity, but usually ignored. The potential difference of 

the two surfaces =(r=d) -(r=0)=Eeffd. Then the polarization of ferroelectricity is Pr=0/d. The key 

issue is still the determination of the potential from a given constitution, i.e., structure and composition. 

Overall, I have to say that the contribution to polarization of ferroelectric material is not only dipole 

moment, higher order polar moments do not play negligible roles. More effects have to do to have more 

concise expressions regarding the polarization. 



Effects of Oxide on the Detonation Initiation of Energetic Materials from First
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Energetic materials have a variety of civilian and military applications, ranging from medicine to rocket engine fuels

and propellants, construction, planetary and environmental sciences.[1, 2] Understanding the energy absorption and

release processes in energetic materials, in particular, how the detonation of explosives can be controllably initiated by

laser light, is of great significance for safe handling and applications of these materials. In this aspect, one of the grand

challenges is to establish how the detonation of wide band gap explosives is able to be initiated and controlled by laser

light with a modest amount of optical energy when energetic materials are mixed with oxides. Recent experiments

found that PETN (pentaerythritol tetranitrate), when mixed with an additive oxide MgO, prompts its light absorption

and triggers denotation initiated by laser light.[3–6] Finding out the underlying mechanism responsible for this process,

elucidating the dictating physical and chemical properties, rationalizing design principles for relevant oxide and

explosive systems, selectively designing some specific detonation system combinations with optimal performances,

and achieving controllable practical applications are among the cutting-edge directions in this area. The interface

between the inorganic oxide and the organic molecule provides both intrigues and opportunities for designing systems

that possess properties and functionalities inaccessible by the individual component. In particular, the electronic,

polarization induced, chemical, and defect related properties of inorganic surfaces can significantly affect and alter

the adsorption, chemical stability, decomposition/degradation, light absorption, and photo-responsive properties of

organic molecules.

Here, we choose the highly catalytic oxide TiO2 and explosive TNT (trinitrotoluene, C7H5N3O) as a prototypical

example to explore the role of the oxide surface on the detonation initiation chemistry of explosives from first principles.

We mimic the interface between the TiO2 oxide and TNT organic crystals by modeling the system with a TNT

molecule adsorbed on the TiO2 surface. TiO2 is well-known for its good catalytic properties with its band gap at the

visible-light edge. It has several different stable phases, a vast possibility of surface terminations and reconstructions,

very rich defect configurations, and great tunability. These features make it serve as a good platform for studying

the interplay between explosives and additives and exploring the change of their structural, electronic, and optical

properties upon light absorption. Additionally, its much lower band gap (3.0 eV) differs it from MgO, and hence allows

us to discern the role of the light responsive additives with different electronic properties on enhancing (or suppressing)

light absorption, chemical degradation (or stability), and detonation initiation (or termination of chemical reaction)

of high explosives. We show that the TNT-TiO2 (110) interface induces optical transitions between TiO2 and TNT,

shifting the light absorption edge to lower energy. This helps to control the detonation initiation by laser light with a

modest optical energy. In addition, the presence of surface oxygen vacancies leads to electron transfer from surface to

molecule, facilitating the decomposition of TNT. Our results not only provide guidelines for designing a controllable

oxide-explosive formulation that can be initiated by available lasers, but also are helpful for understanding the role of

molecule-surface interactions on interfaces with target properties and functionalities. In particular, it will be of great
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FIG. 1: The detonation initiation mechanism by laser light in TNT when mixed with TiO2. The interplay between

TNT and TiO2 induces electronic gap states, prompting light absorption and optical transition and initiating the

decomposition of TNT molecule and the then detonation process.

interest to explore the role of ferroelectric oxide on initiating the detonation of explosives.
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Ferroelectric materials have been known for several decades to exhibit large 

piezoelectric and dielectric responses. Some of their other cross-coupling properties 

have also received considerable attention, resulting in new perspectives of using 

ferroelectrics in photovoltaic applications and the discovery of, e.g., strong 

electro-optic effects [1], giant photo-induced strain, and coupling between optical 

fields and ferroelectric order. One particular conversion between properties of 

different nature, which has only been studied in a few ferroelectrics (or perovskites), 

is the effect of strain on the refractive index, which is described by the so-called 

elasto-optic coefficients [2]. It is thus timely to ascertain whether some ferroelectrics 

can also exhibit large elasto-optic coefficients, an endeavor which would open up new 

possibilities towards applications aimed at controlling optical fields and 

mechano-optical transduction. Here we investigate elasto-optic effects in epitaxial 

films made of the prototypical ferroelectric PbTiO3 (PTO) system by first-principles.  

 

Practically, the elasto-optic coefficient, 𝑝𝑖𝑗, is computed via the equality ∆ (
1

𝑛2)
𝑖

=

∑ 𝑝𝑖𝑗𝑗 𝜂𝑗, where 𝜂𝑗 are components of the strain tensor and ∆ (
1

𝑛2
)

𝑖
is the resulting 

strain-induced change in the inverse of the square of the refractive index. We only 

consider here the ‘1’ and ‘2’ components of the strain tensor (with the ‘1’, ‘2’ and ‘3’ 

axes being along the pseudo-cubic [100], [010] and [001] directions, respectively) in 

this formula, with 𝜂1 =   𝜂2, to reflect epitaxial growth of the film.  

 

Figure 1a show the energies of the tetragonal (T), orthorhombic (O) and monoclinic 

phases (possessing Cm and Pm space groups) for PTO films being under tensile strain. 

The T and O phases are the ground state at small and large tensile strain, respectively. 

The Cm and Pm phases are low-energy phases or even ground state in the 

intermediate strain range. Figure 2a presents the predicted ordinary and extraordinary 

refractive indices, no and ne, respectively, of the T, O and Cm phases as a function of 

epitaxial strain, for an ℏω energy being 0.3 eV smaller than the computed band gap 

of bulk PTO. Figure 2a also reports the in-plane n1 and n2 refractive indices of the Pm 



phase as well as its out-of-plane n3 index at this energy. One can see that no is larger 

than ne for the T phase for the range of strain explored here, while the reverse 

situation holds for the O phase. On the other hand, the hierarchy between no and ne is 

found to be dependent on the strain range in Cm. This leads to large strain variation of 

ne in Cm and n3 in Pm, resulting in large elasto-optic coefficients of 𝑝31 and 𝑝32: as 

shown in Table I, the effective elasto-optic coefficient 
1

2
(𝑝31+𝑝32) of Cm and Pm is 

twice the magnitude of that of the T phase and four times larger than that of the O 

phase. In fact, to the best of our knowledge, these 
1

2
(𝑝31+𝑝32) parameters are the 

largest elasto-optic coefficients found in any material. For instance, they are about 

twice as large as the elasto-optic coefficient of lithium niobate, for which 𝑝31 = 0.18, 

and 30-60% bigger than that of quartz (𝑝31= 0.29) [2]. 

 

Figure 1: Total energy and refractive indices of the four studied phases of epitaxial (001) PTO 

films as a function of tensile strain. 

 

 

Table I: Elasto-optic coefficients for the studied phases of epitaxial (001) PTO films under a 

tensile strain of 1.2%. The number in parentheses corresponds to (𝑝21+ 𝑝22)/2 of Pm, which, 

due to symmetry and unlike in the T, O and Cm phases, differs from (𝑝11 + 𝑝12)/2. Note that 

𝑝31 = 𝑝32 in the T, O and Cm states, therefore making (𝑝31 + 𝑝32)/2 =  𝑝31 in these phases. 

Phase T O Pm Cm 

(𝑝11 + 𝑝12)/2 -0.10 0.20 -0.09 (-0.13) -0.04 

(𝑝31 + 𝑝32)/2 -0.22 0.10 -0.43 -0.35 
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At high temperatures, hexagonal multiferroics such as 
YMnO3 forms a simple hexagonal para phase with 
P63/mcm symmetry. Below Tc (1195ºC), one of three Y 
atoms buckles out of the plane forming an 
antiferroelectric ( ) °× 3033 R superlattice with 
concomitant titling of MnO5 bipyramids (trimerization) 
lowering the symmetry to P63cm. 1  This transition has 
been a controversy over many years, especially, whether 
the transition occurs in two steps, and if so, what the 
nature of the second transition is. Recently, it was 
suggested that there is an intermediate isosymmetry 
transition hundreds of degree below Tc.2 In our study of 
ErMnO3, we studied the nature of the isosymmetry 
transition by x-ray techniques including quasi-elastic lines 
of non-resonant high-energy-resolution inelastic x-ray 
scattering (HERIX) and high-momentum-resolution 
diffraction measurements. We show that the isosymmetry 
transition accompanies a rapid change in the dynamic 
property, much like a glass transition while maintaining 
the overall symmetry of the system unchanged. The 
coherent x-ray scattering measurements also identify the 
transition and provide behavior of domain dynamics. 

We find that the (1 0 4) intensity near Tc between 
900°C and 1195°C fits very well with ∝(T−1195)2β with 
β=0.25(1) (black solid line). However, the (1 0 4) 
intensity deviates significantly from the solid line below 
900°C. Henceforth, we denote this intermediate 
isosymmetry transition2 at 880ºC as T*. Below T* 
transition, the quasi-elastic line intensity increases as 
temperature decreases. Selected HERIX scans at (1.05 0 4) 
and (0.75 0 2.95) are shown in Figure 1 (a) and (b), 
respectively. In both cases, there are unusually large 
central quasi-elastic peaks, albeit truncated to show the 
transition better. The quasi-elastic peak appears at T* and 
its intensity increases as T decreases. The quasi-elastic 
peak intensity is expected to be zero or weak away from Γ 
(Bragg) points for ideal lattices. The strong quasi-elastic 
peak indicates that there are static, frozen, over-damped, 
or sluggish modes. We find at room temperature that the 
quasi-elastic intensity of (1±η 0 4) drops rapidly as η 
(η≪1) increases, indicating that the frozen or sluggish 
modes are due to imperfect ( ) °× 3033 R ordering. The 

amplitudes of frozen or sluggish modes are large at low 
temperature and gradually unfreezes at T* as T increases 
much like a behavior of a glass. This behavior is also 
similar to the behavior of PbMnO3,3 a prototypical relaxor. 
The frozen imperfections most likely suppress Γ2

- mode, 
which is a primary ferroelectric mode along c-axis.2 In 
Figure 1(b) of the energy scans at (0.75 0 2.95), 
independent of the ordering for its odd L values, the 
quasi-elastic peaks are weak. The glassy behavior 
disappears above T*. The glassy behavior is further 
evidenced in high-momentum-resolution diffraction 
experiments to be presented in my talk.  

While the above quasielastic scattering measurements 
are insensitive to domain boundaries, coherent x-rays are 
sensitive to the domain boundaries and their fluctuations, 
which are accessible with x-ray photon correlation 
spectroscopy (XPCS). 4  The surface-sensitive speckle 
patterns on a crystal truncation rod (CTR)5, 6 arise from 
interferences between structure factors of up (+) and 
down (−) ferroelectric domains. The CTR structure factor 
for a fixed l from mixed + and – domains is  

( ) ( )∫∫ +−
−

∆+

+

−
= dxdye

e
efqplS qypxi

Sli

i

CTR p

f

21
,,  

where +f  and φ∆  are the amplitude of + domain and the 
phase difference between + and − domains, p and q 
momentum transfers of a given pixel and S+ represents the 
fragmented area of the + domains. The calculated phase 
difference is almost π near (004) and SCTR is proportional 
to lf ∆+ π2/2  times the integral. Note that the speckle 

 
Figure 1. HERIX scans at (1.05 0 4) (a) and (0.75 0 2.95) 
(b). The dashed lines are 0 and ±8 meV. The intensities are 
truncated at 150 and 200 for clarity. 



 
 

pattern changes when domain boundaries meander or 
reshape. (0,0,4.125) was chosen for to satisfy strong 
intensity for XPCS analysis and sufficient sensitivity for 
near surface domains.  

 
The two-step transitions are evident in domain 

dynamics shown in Figure 2(a)-(d). In (e), while the 
integrated intensity (peak intensity times the FAHM) 
shows no significant change over the temperature range, 
FAHM increases drastically near both T* and Tc and drops 
down between them. This can also be seen from the 
images in (b) at 820ºC and (d) at 1170ºC where speckles 
spread, indicating that domain sizes are smaller below 
both transitions. The domains are much smaller near the 
ferroic transition as expected.  

The temporal behavior of the domain boundary 
motions can be characterized by a parameter τ, correlation 
time, using XPCS autocorrelation analysis. We plot τ vs. 
temperature in Figure 3. The value of τ changes more than 
an order of magnitude from ~20000 sec at 720ºC to 
<2000 sec at 1270ºC. The two-time correlation maps are 
also shown as insets where we can clearly compare two 
temperatures. For a domain boundary to meander, of 
course, Er atom must overcome the activation potential 
(see the lower inset) between the up and down domains 
with appropriate adjustment of the MnO3 polyhedron. 
This is the essentially equivalent to K3 phonon activation 
energy per unit cell. τ follows a simple Arrhenius form6,7 
with the activation energy of 0.54(5) eV. The domain 

boundary energy decreases (smaller domain sizes) at the 
phase transitions while the activation energy of the 
moving the domain boundaries remain constant over the 
entire temperature ranges of the two transitions. It is also 
remarkable to see that the activation energy agree well 
with the ab initio calculation where the energy barrier of 
K3 mode between the amplitudes of 0 Å and 0.85 Å 
(energy minimum) is ~0.5 eV when the energies are 
renormalized by the ratio of Tc’s for ErMnO3 and YMnO3.  

In summary, we will report in my talk evidences for 
partial glassy behavior of the isosymmetry dynamic phase 
transition of ErMnO3 and discuss the coherent x-ray 
measurements of domain dynamics in detail. We believe 
that similar partial glass transitions exist likely in other 
multiferroics, and probably in other complex materials 
such as relaxor ferroelectrics.8,9 We also propose that the 
coherent x-ray techniques shown here can be widely used 
for details of domain dynamics studies in various ferroic 
materials. 
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Figure 3. (a)-(d) Speckles measured at the respective 
temperatures. (e) Squares are numbers of the pixels above 
the half maxima and the circles are peak intensities per pixel 
averaged from 4 pixels of highest intensities. The lines are 
guides to eyes.  
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Figure 2. Correlation time of domain boundary dynamics is 
plotted against temperature. The solid line is the fit with the 
activation energy of 0.54(5) eV. The upper insets are two-
time correlations for 1270 K and 720 K and the lower inset 
shows schematically configurations of Er positions and the 
activation energy. 
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 Understanding phase transitions in ferroelectric oxides requires the ability to 

accurately predict the structure and relative stability of crystal phases from first-principles 

calculations. Such information can readily be used to parameterize empirical models such as 

effective Hamiltonians to exploring/predict the relevant phase diagrams. However, standard 

density functionals often lead to inaccuracies in predicted structures, with LDA 

underestimating the lattice parameters, while PBE overestimating them. These inaccuracies 

may have significant effects when predicting phase transition temperatures and pressures. 

 

In this study, density functional theory was used to investigate the relative energetics 

of various phases in PbTiO3, BaTiO3, and KNbO3 perovskites. We examined how the choice 

of exchange-correlation functionals, including one that incorporates dispersion interactions 

(i.e. the van der Waals density functional), affects our predictions of the oxide structures of 

different crystal phases. The optimized lattice parameters and spontaneous polarization of 

  

  
Figure 1. Optimized lattice parameters and spontaneous polarization of PbTiO3, BaTiO3, and 

KNbO3 at the tetragonal, orthorhombic, and rhombohedral phases. The experimental lattice 

parameters and spontaneous polarization are from [1-3] and [1, 4-7], respectively. 
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three ABO3 perovskites for the relevant phases were calculated and compared against 

available experimental values as shown in Figure 1. 

 

 As expected, the LDA functional underestimates both the lattice parameters and 

spontaneous polarizations. The PBE functional overestimates them and the PBEsol gives a 

reasonable agreement with the experiments. Surprisingly, we found that the vdW-DF 

functional with C09x exchange [8] yields the best agreement with the experimental values. 

Such results suggest that vdW-DF-C09x may be a general-purpose functional suitable for 

accurately treating densely- and sparsely-packed systems. Also, this study is a good starting 

point for further investigation in using effective Hamiltonians to simulate temperature- and 

pressure-dependent phase transitions of ferroelectric oxides. As a next step, the nudged 

elastic band method will be employed to measure the energy barrier between each crystal 

phase and identify any local minimum that is energetically lower than the ideal crystal 

structures. 
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Organometal halide perovskites are promising solar-cell materials for next-generation 

photovoltaic applications. The long carrier lifetime and diffusion length of these materials make 

them very attractive for use in light absorbers and carrier transporters. Previous studies  reported 

a relatively low defect concentration in MAPbI3, which reduces the scattering centers for 

nonradiative charge carrier recombination. Recently, it has been suggested that the spatial 

carrier segregation caused by disorder-induced localization or domains acting as internal p-n 

junctions may reduce the recombination rate.  In addition, the dynamic motion of the molecules 

will result in fluctuating indirect band gap, which can further enhance its lifetime. 

 

While these aspects of organometal halide perovskites have attracted the most attention, the 

consequences of the Rashba effect, driven by strong spin-orbit coupling [1], on the photovoltaic 

properties of these materials are largely unexplored. In this work, taking the electronic structure 

of methylammonium lead iodide as an example, we propose an intrinsic mechanism for 

enhanced carrier lifetime in 3D Rashba materials. After photo-excitations, the phonon modes 

originating mainly from the molecules will relax the excited carriers to the band edges quickly 

before they can recombine. With ferroelectric distortions, the strong spin-orbit coupling and the 

broken inversion symmetry drives the Rashba splitting of different spins. Under some distortions, 

the band edge spins will be anti-aligned, leading to the spin-forbidden transitions for the 

recombination. Furthermore, the different wavevectors of the conduction and valence band 

edges reduces the recombination rate. Based on first-principles calculations, we demonstrate the 



fast phonon-assisted relaxation by calculating the electron-phonon coupling. With a Rashba spin-

orbit model, the distortions that giving rise to spin-forbidden transitions are also identified.  

 

This mechanism is not limited to CH3NH3PbI3 but applied to other organometal halide perovskites. 

Such mechanism can be realized by the joint action of molecules (ferroelectric distortion and 

phonon-assisted transition) and PbI3- sublattice (strong spin-orbit coupling). These results are 

important for understanding the fundamental physics of organometal halide perovskites and for 

optimizing and designing the materials with better performance. The proposed mechanism 

including spin degrees of freedom offers a new paradigm of using 3D Rashba materials for 

photovoltaic applications. 
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